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Part 1
Preliminaries

Geometry is physics; physics is geometry. It is human nature to unify our experience, and one of the
important specializations of humans to develop language to describe our world. Thus, we find the unifying
power of geometric description a powerful tool for spotting patterns in our experience, while at the same
time, the patterns we find lead us to create new terms, concepts, and most importantly, pictures. Applying
geometric abstractions to model things in the world, we discover new physics. Creating new pictures, we
invent new mathematics.

Our ability to make predictions based on perceived patterns is what makes physics such an important
subject. The more mathematical tools we have at hand, the more patterns we can model, and therefore the
more predictions we can make. We therefore start this adventure with some new tools, Lie groups and the
calculus of variations. We will also cast some old familiar tools in a new form.

[DESCRIBE EACH]

With this extension of the familiar calculus, along with some new ways to look at curves and spaces, we
will be able to demonstrate the naturalness and advantages of the most elegant formulation of Newton’s laws
of mechanics: the phase space formulation due to Euler, Lagrange, Hamilton and many others, in which the
position and the momentum of each particle are treated as independent variables coupled by a system of
first-order differential equations.

We will take a gradual approach to this formulation. Our starting point centers on the idea of space, an
abstraction which started in ancient Greece. Basing our assumptions in our direct experience of the world,
we provisionally work in a 3-dimensional space, together with time. Because we want to associate physical
properties with objects which move in this space rather than with the space itself, we demand that the space
be homogeneous and isotropic. This leads us to the construction of (among other possibilities) Euclidean
3-space. In order to make measurements in this space, we introduce a metric, which allows us to characterize
what is meant by uniform motion. We also treat the description of matter from a fundamental approach,
carefully defining the mathematical structures that might be used to model the stuff of the world. Finally,
we develop techniques to describe the motion of matter.

Each of these developments involves the introduction of new mathematics. The description of uniform
motion leads to the calculus of variations, the description of matter leads to a discussion of vectors and
tensors, and our analysis of motion requires techniques of differential forms, connections on manifolds, and
gauge theory.

Once these tools are in place, we derive various well-known and not so well-known techniques of classical
(and quantum) mechanics.

Numerous examples and exercises are scattered throughout.

[MORE HERE]|

Enjoy the ride!

1 The physical arena

We have presented general arguments that we can reconcile our visual and tactile experiences of the world by
choosing a 3-dim model, together with time. We still need to specify what we mean by a space. Returning
to Aristotle’s question, we observe that we can maintain the idea of the “space” where an object was as
independent of the body if we insist that “space” contain no absolute information. Thus, the orientation of
a body is to be a property of the body, not of the space. Moreover, it should not matter whether a body is
at this or that location in space. This notion of space lets us specify, for example, the relative nearness or
farness of two bodies without any dependence on the absolute positions of the bodies. These properties are
simply expressed by saying that space should have no preferred position, direction or scale. We therefore
demand a 3-dim space which is homogeneous, isotropic and scale invariant.



1.1 Symmetry and groups

Mathematically, it is possible to construct a space with any desired symmetry using standard techniques.
We begin with a simple case, reserving more involved examples for later chapters. To begin, we first define
a mathematical object capable of representing symmetry. We may think of a symmetry as a collection
of transformations that leave some essential properties of a system unchanged. Such a collection, G, of
transformations must have certain properties:

1. We may always define an identity transformation, e, which leaves the system unchanged: 3 e € G.

2. For every transformation, g, taking the system from description A to another equivalent description A,
there must be another transformation, denoted g—!, that reverses this, taking A’ to A. The combined
effect of the two transformations is therefore g=1g = e. We may write: Vg € G,3g71 € G >g 7 lg=c.

3. Any two transformations must give a result which is also achievable by a transformation. That is,
V91,92 € G, 3g3 € G 5 g192 = g3.

4. Applying three transformations in a given order has the same effect if we replace either consecutive
pair by their combined result. Thus, we have associativity: Vg1, 92,93 € G, g1 (9293) = (9192) g3-

These are the defining properties of a mathematical group. Precisely, a group is a set, .S, of objects together
with a binary operation satisfying properties 1 — 4. We provide some simple examples.
The binary, or Boolean, group, B, consists of the pair B = {{1, —1}, x } where X is ordinary multiplication.
The multiplication table is therefore
X 1 -1
1 1 -1
-1 -1 1
Naturally, 1 is the identity, while each element is its own inverse. Closure is evident by looking at the table,
while associativity is checked by tabulating all triple products:

Ix(1x(-1) =-1 =(1x1)x(-1)
I1x(-1x(-1) = 1=(1x(-1))x(-1)
ete.
The pair B is therefore a group.
There is another way to write the Boolean group, involving modular addition. We define:

Let S be the set of n consecutive integers beginning zero, S = {0,1,2,...,n — 1}. Addition modulo n
(or mod n), ®,, is cyclic addition on S. That is, for all a,b € §

@ b— a+b a+b<n
G9n9=Y g+b—n a+b>n

where + is the usual addition of real numbers.
Addition mod n always produces a group with n elements:
The pair G,, = (S, ®,,) is a group.
For proof, we see immediately that multiplication modulo n is closed, because if

at+b<n

then a + b € S while if
at+b>n

then a+b—n € S. Zero is the additive identity, while the inverse of ais n — a. Finally, to check associativity,
we have three cases:

a+b < n,b+c<n
a+b < n,b+c>n
a+b > n,b+c>n



The first case is immediate because

_ _ a+b+c a+bt+c<n
(@®nb)@nec = (“+b)@"c_{a+b+cn a+bt+ec>n
_ _ a+b+c a+bt+c<n
@& (b@nc) = a@n(b—i—c)—{ a+b+c—n a+bt+c>n

In the second case, we note that since a +b < n, and b+ ¢ > n, we must have n < a4+ b+ ¢ < 2n. Therefore,

(a®nb)®nec = (a+b)Bpc=a+b+c—n
a®, (bd,c) = a®,(b+c—n)

_ at+b+ec—n at+b+e<2n
- a+b+c—2n a+b+c>2n

at+b+c—n

For the final case, we have two subcases:

n < a+b+c<2n
2n < a+b+4+c<3n

In the first subcase,

(a®nb)®pnec = (a+b—n)d,c=a+b+c—n
a®, bd,c) = a®,(b+c—mn)=a+b+c—n

while in the second subcase,

(a@pb)®pnec = (a+b—n)®,c=a+b+c—2n
a®, (bB,c) = a®,(b+c—n)=a+b+c—2n
Therefore, G,, is an n-element group.

Now, returning to our discussion of the Boolean group, consider addition mod 2. The multiplication table
is

Py 0 1
0 0 1
1 1 0

Notice that if we rename the elements, replacing 0 — 1 and 1 — —1, we reproduce the multiplication of the
Boolean group. When this is the case, we say we have two representations of the same group. We make this
idea more precise below. First, we prove that, while there may be different representations, there is only
group one with two elements. To prove this, suppose we pick any set with two elements, S = {a,b} and
write the general form of the multiplication table:

b

One of these must be the identity; without loss of generality we choose a = e. Then

Q
SR
>



Finally, since b must have an inverse, and its inverse cannot be a, we must fill in the final spot with the
identity, thereby making b its own inverse:

o a b

a a b

b b a
Comparing to the boolean table, we see that a simple renaming, a — 1,0 — —1 reproduces the boolean
group. The relationship between different representations of a given group is made precise by the idea of an
isomorphism.

Let G = (S,®) and H = (T,®) be two groups and let ¢ be a one-to-one, onto mapping, ¢, between G
and H. Then ¢ is an isomorphism if it preserves the group product in the sense that for all g1, g2 in G,

¢ (91) @ ¢ (g92) = ¢ (g1 D g2) (1)

When there exists an isomporphism between G and H, then G and H are said to be isomorphic to one
another.

The definition essentially means that ¢ provides a renaming of the elements of the group. Thus, suppose
g1 ® g2 = g3. Thinking of h = ¢ (g) as the new name for g, and setting

hi = ¢(g91)

he = ¢(g2)

hs = ¢(g3)
eq.(1) becomes

hy ® ha = hs

Applying the group product may be done before or after applying ¢ with the same result. In the Boolean
case, for example, setting ¢ (a) = 0 and ¢ (b) = 1 shows that G = (o,{a,b}) and H = (®2,{0,1}) are
isomorphic.

Now consider a slightly bigger group. We may find all groups with three elements as follows. Let
G = {{a,b,c},®}, where the group operation, ®, remains to be defined by its multiplication table. In order
for G to be a group, one of the elements must be the identity. Without loss of generality, we pick a = e.
Then the multiplication table becomes

b
b

o o ®
SR e

Next, we show that no element of the group may occur more than once in any given row or column. To
prove this, suppose some element, z, occurs in the ¢ column twice. Then there are two distinct elements
(say, for generality,  and y) such that

r®c = =z

y®e = =z
From this we may write

rR@c=yRc

But since ¢ must be invertible, we may multiply both sides of this equation by ¢~! and use associativity:

@Feec! = (yoooc!
& (c®cfl) = Yy (c®cfl)
r®e = ye
r =Y



in contradiction with x and y being distinct elements. The argument for an element occurring twice in the
same row is similar.

Returning to the three-element multiplication table, we see that we have no choice but to fill in the
remaining squares as

o oo ®
o 0 o
o0 oo
o0 0

b

thereby showing that there is exactly one three element group.

Many groups are already familiar:

Let G = {Z,+}, the integers under addition. For all integers a,b,c we have a + b € R (closure);
04+ a=a+0=a (identity); a + (—a) = 0 (inverse); a + (b+ ¢) = (a + b) + ¢ (associativity). Therefore, G
is a group. The integers also form a group under addition modp, where p is any integer (Recall that a = b
modp if there exists an integer n such that a = b+ np).

Let G = {R, +}, the real numbers under addition. For all real numbers a, b, ¢ we have a+b € R (closure);
04+ a=a+0 = a (identity); a + (—a) = 0 (inverse); a + (b+ ¢) = (a + b) + ¢ (associativity). Therefore,
G is a group. Notice that the rationals, @), are not a group under addition because they do not close under
addition:

=34 .1+ .04+ .001 + .0005 + .00009 + ...

Of course, the real numbers form a field, which is a much nicer object than a group.

In working with groups it is generally convenient to omit the multiplication sign, writing simply ab in
place of a ® b.

A subgroup of a group G = {S,®} is a group G’ = {5’,®}, with the same product, ® such that S’ is
a subset of S. Prove that a group with n + 1 elements has no subgroup with n elements. (Hint: write the
multiplication table for the n element subgroup and try adding one row and column.)

Find all groups (up to isomorphism) with four elements.

Show that the three reflections of the plane

Rx : (:L'vy) - (_l',y)
Ry (1‘, - (I7 7y)
Rey = (2,9) = (=2, —y)

together with the identity transformation, form a group. Write out the multiplication table.

R, R, Ruy
R, R, Ry,
R, R, e R. R,
R, R, R. ¢ R,
Rey Rey R, R. e

€
€

Find the 8-element group built from the three dimensional reflections and their products.

1.2 Lie groups

While groups having a finite number of elements are entertaining, and even find use in crystalography, most
groups encountered in physics have infinitely many elements. To specify these elements requires one or more
continuous parameters. We begin with some familiar examples.

1. The real numbers under addition, G = {R,+}, form a Lie group because each element of R provides
its own label. Since only one label is required, R is a 1-dimensional Lie group.

2. The real, n-dim vector space V™ under vector addition is an n-dim Lie group, since each element of
the group may be labeled by n real numbers.



3. Rotations in the plane. Consider a rotation of vectors (z,y) through an angle 6 :
2’ = xcosf —ysind
!/

= xsinf + ycosb

'\ [ cosf —sinf x
y ]\ sinf cosé Yy
The transformation matrices

cosf —sinf
RZ{{(sinﬁ cosf )’96[0’2W)}’X}

where X is normal matrix multiplication, form a group. To see this, consider the product of two
elements,

which we may write as

R(O)R(p) = (cose sin@)(cosgp Sinso>

sinf  cosf singp  cosg

_ cosfcosp —sinfsing —cosfsinp — sinfcosp
o sinf cos ¢ + cosfsingy —sinfsinp + cosf cosp

( cos (0 + @) —sin(0+ ¢) )
sin (6 +¢) cos(6+ )

so the set is closed under multiplication as long as we consider the addition of angles to be addition
modulo 27. We immediately see that the inverse to any rotation R () is a rotation by R (2 — 6), and
the associativity of (modular) addition guarantees associativity of the product. Notice that rotations
in the plane commute. A group in which all products commute is called Abelian. Show that the 2-dim
rotation group R (6) preserves the Euclidean length, [2 = 22 + y2.

4. Rotations in 3-dim. These depend on three parameters, which may be defined in various ways. We
could take an angle of rotation about each of the three Cartesian coordinate axes. A more systematic
approach is to use the Euler angles. The simplest parameterization, however, is to specify a unit vector
giving the axis of rotation, and an angle representing the amount of the rotation around that axis. The
latter method involves the elegant use of quaternions, pioneered by Klein in the 19th century. We will
give a complete treatment of this Lie group when we begin our study of Lie algebras.

5. Translations in 3-dim. Consider the translations of 3-space, given by vector addition:
T.(x)=x+a

where a is any 3-vector,
acV?

The pair T = {{Ta, ac V3} STy = Ta+b} is a Lie group.

1.2.1 Topological spaces and manifolds

We can give a precise definition of a Lie group if we first define the useful class of spaces called manifolds. The
definition relies on the idea of a topological space. This section is intended only to give the reader an intuitive
grasp of these terms. Thus, while the definitions are rigorous, the proofs appeal to familiar properties of
lines and planes. For example, a rigorous form of the proof of the equality of two topologies for the plane
given below requires detailed arguments involving terms we do not introduce here such as limit points and
metrics. A complete treatment takes us too far afield, but a few of the many excellent presentations of these
topics are listed in the references.

A topological space, S, it a set .S, for which we have a collection, 7, of subsets of S satisfying the following
properties

10



1. For all A, B in 7, their intersection A N B is also in 7.
2. For all A, in 7, their union |J, A, is also in 7.
3. The empty set, ¢, and S itself are in 7.

This definition is quite abstract, and it is amazing that it embodies many important properties we associate
with spaces. The subsets in the collection are called open sets, while the complement of an open set with
respect to S is called closed. To see how the definition works, consider the example of the real line. The
open sets are just the usual open intervals, (a,b), finite unions of open intervals, and open infinite intervals,
(a,00),(—00,b) and (—o0,00). Closed sets are sets containing their endpoints, [a,b]. Notice that we can
often define a topology by specifying a collection such as the open intervals, then extending the set by
taking all possible finite intersections and arbitrary unions. It is worth mentioning that we require finite
intersections because infinite intersections produce too many sets. For example, let A,, be the open interval

e (33
n n

Then the infinite intersection over all n is the set containing a single point, {0} .
Another familiar example is the plane, R2. Let 7y the collection of open disks,

0 = {U:(a,b)l|a,b€ R,e >0}
Ue(ab) = {(@b)+e(oy)|-1< Va2 +y7 <1}
and let 7 be the collection of all unions and finite intersections of sets in 7y. This is the usual topology of
the plane. If we have any “open” region V of the plane — that is, an arbitrarily shaped region of contiguous
points without any boundary points — then it is in 7. To see this, pick any point in V. Around this point we

can find an open disk, U.(p) (P), that is small enough that it lies entirely within V. Repeating this for every
point in V, we see that V is the union of these open disks,

V=JU.r (P)
7

so that V isin 7.

Two topologies on a given set are equal if they contain the same open sets. Typically, we can define more
than one distinct topology for any given set S, and there is more than one way to specify a given topology.
To see the first, return to the real line but define the open sets to be the half-open intervals,

[a,)

together with their unions and finite intersections. No half-open set is included in the usual topology because
such an interval is not the union or finite intersection of open intervals. To see the second, we need a way to
compare two topologies. The technique we used above for the plane works in general, for suppose we want
to show that two topologies, 7 and 7/, are equal. Then for an arbitrary open set U in 7 and any point P in
U, find an open set Vp in 7/ which contains P and lies entirely in U. Since the union of the sets Vp is U, the
set U must be in 7/. Then we repeat the argument to show that sets in 7/ also lie in 7.

As an example of the method, consider a second topology for the plane consisting of unions and finite
intersections of open squares,

Ve(a,b) ={(a,b)+e(z,y)|—-1<z<]l,-1<y<1}

Picking any point P, in any V. (a,b), we can find an open disk centered on P and lying entirely within
Ve (a,b) . Conversely, for any point of any open disk, we can find a rectangle containing the point and lying
entirely within the disk. Therefore, any set that can be built as a union or finite intersection of open

11



rectangles may also be built as a union or finite intersection of disks, and vice versa. The two topologies are
therefore equal.

This concludes our brief foray into topology. The essential idea is enough to proceed with the definition
of a differentiable manifold.

An n-dim differentiable manifold is a topological space, M, together with a set of 1-1 mappings, ¢q,
from open sets U, C M onto open subsets V,, of real n-space, V,, C R",

Yo Uy — Vy

for some fixed dimension n. Here « is simply a label for convenience. These mappings must satisfy the
following properties:

1. For each point p of M there is some open open set, U, containing p. Therefore, the union of the sets

U, is M.
2. Let
U,=U,NUg

be the intersection of any two of the open sets Uy, Ug, and consider the restriction of the mappings ¢,
and ¢g to U,. Denoting these restricted mappings by

Caly = Uy = Vo TV
gy = Uy —= Vg, CVp

we require the real-valued map given by the composition
-1
Paly © Paly * Valy = Valy
to be differentiable.

The basic idea here is that we have a correspondence between small regions of the manifold and regions
of real n-space: the manifold is essentially R™ if you look closely enough. The overlap condition allows us
to carry this correspondence to larger regions, but it is weak enough to allow M to be distinct from R™.
For example, consider the circle, S'. The usual angle # maps points on S! in a 1-1 way to points in the
interval [0, 27) , but this interval is not open in R!. Nonetheless, S! is a manifold because we can choose two
mappings from all but one point of S*.

0 : S'—{r}— (—m, +m)
¢ : S'—{0} — (0,27)

Every point of the circle lies in at least one of the sets S* — {7} or S! — {0}, each angle maps open set to
open sets, and on the overlap region S' — {7} — {0}, the mapping

fop?
is just
fop t(x)=a—7
Prove that the 2-sphere, 5? = {(=,y, 2) | #* + y*> 4+ 2% = 1} is a manifold.
Prove that the 2-torus, T? = {(z,y) |0 <2z < 1,0 <y < 1} with the periodic boundary conditions,
(0,y) = (1,y) and (x,0) = (x,1), is a manifold.

Show that a cylinder is a manifold.
Show that a Mdbius strip is a manifold.

We may now define a Lie group.
A Lie group is a group G = {S, ®} for which the set S is a manifold.
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1.3 The Euclidean group

We now return to the problem of defining a homogeneous, isotropic, 3-dim space. (The result will also be
scale invariant, but we postpone systematic treatment of this property). If we think of the properties of
homogeneity and isotropy as transformations, we can use them to define a Lie group called the Euclidean
group. The Euclidean group characterizes the properties we associate with the Newtonian arena, and may
even be used to construct that arena.

Homogeneity of space means that there is no essential difference between distinct points. If we label
points by triples of numbers, (z,y, z) then homogeneity is equivalent to invariance under translations:

Ta(x)=x+a

These transformations may be written in matrix form,

1 aj x T+ ap

1 a9 Yy _ Y+ a2

1 a3 z | | z+4+as

1 1 1
In this form it is easy to check the group multiplication property,
1 al 1 bl 1 a; + bl
1 as 1 bo . 1 as + by
1 a3 1 b3 - 1 as+co
1 1 1

which shows that TaTy, = Tatp and T, L = T_,. Closure is guaranteed as long as each of the three parameters
ranges over all real numbers, and associativity follows from the associativity of addition (or, equivalently,
the associativity of matrix multiplication).

Isotropy is independence of direction in space, equivalent to invariance under rotations. The simplest
way to characterize rotations is as transformations preserving lengths. Therefore, any rotation,

x' =R (x)

must satisfy
x xX=R(x)-R(x)=x-x

for all vectors x. Such relations are often most usefully expressed in terms of index notation:

j=1
3 3 3 3 3
xr,r; = Rij.’lﬁj Rikwk = Ti;X;
i=1 =1 \j=1 k=1 i=1

Unfortunately, this notation is cumbersome. Expressions like these are greatly simplified if we adopt the
Einstein summation convention, which simply omits the summation symbol > . Sums are then performed
whenever an index is repeated in any given term:

; Rijx;

zir; = RirjRiprg = i

Since j is repeated in a single term on the right side of the first equation, we sum on j. Notice that the
remaining, unpaired index ¢ must be present on both sides of the equation. In the second equation, i is

13



repeated in a single term on the left, while 7, j and k are each repeated on the right. The summed indices
are called dummy indices, and single indices are called free indices. In every term of every equation the free
indices must balance. We have a different equation for each value of each free index. The dummy indices
can be changed for our convenience as long as we don’t change their positions or repeat the same dummy
index more than the required two times in any one term. Thus, we can write

Tijk.vjwk +w; = SijUj

or
TimnVmWy, + w; = Si;u;

but not
Tijjvjwj +w; = Simum

because using the same dummy index twice in the term ﬂjjvj w’ means we don’t know whether to sum v’
with the second or the third index of Tj;;,. We will employ the Einstein summation convention throughout
the remainder of the book, with one further modification occurring in Section 5.
Defining the transpose of R;; by
Rﬁj = Rj;

we may write the defining equation as
¢
Rjil'jRikl‘k = X;T;

Index notation has the advantage that we can rearrange terms as long as we don’t change the index relations.
We may therefore write
R;-Z-Rikacjxk = X;%;

Finally, we introduce the identity matrix,

so that we can write the right hand side as
T;T; = Ij(sj'kl‘k = 5jk$j33k

Since there are no unpaired, or “free” indices, it doesn’t matter that we have 7 on the left and j, k on the
right. These “dummy” indices can be anything we like, as long as we always have exactly two of each kind
in each term. In fact, we can change the names of dummy indices any time it is convenient. For example, it
is correct to write

TiTy = X525

or
/

we now haVe
t

This expression must hold for all z; and x. But notice that the product z;z} is really a symmetric matrix,
the outer product of the vector with itself,

2

¢ Ty T2
_ 2

v = | yr y* yz

2 zy 22

Beyond symmetry, this matrix is arbitrary.

14



Now, we see that the double sum of R';iRik — 0, with an arbitrary symmetric matrix
(R;szk — 6jk) :L'jl‘k = 0

must vanish. This is the case for any purely antisymmetric matrix, so that the symmetric part of the matrix
in parentheses must vanish:
(R;lek - 5jk) -+ (RZle] - 5kj) =0

This simplifies immediately because the identity matrix is symmetric, d;; = dr; and so is the product of R;;
with its transpose:

RiRij = RiRi
= Ry R_;’i
= RLRy

In formal matrix notation, this is equivalent to simply
(R'R)" = R'R

Combining terms and dividing by two we finally reach the conclusion that R times its transpose must be
the identity:

RLRye = 6
R'R = 1

Notice that we may use the formal notation for matrix multiplication whenever the indices are in the correct
positions for normal matrix multiplication, i.e., with adjacent indices summed. Thus,

M;jNj, = S;

is equivalent to M N = S, while
M;iNjx = S;

is equivalent to M*N = §S.
Returning to the problem of rotations, we have shown that the transformation matrix R is a rotation if
and only if
R'R=1

Since R must be invertible, we may multiply by R~! on the right to show that
R' =R

This characterizes rotations. Any transformation whose transpose equals its inverse is called orthogonal. We
will show later that rotations can be labeled by three parameters. The rotations in themselves form a 3-dim
Lie group.

Show that the orthogonal transformations form a group. You may use the fact that matrix multiplication
is associative.

Show that the orthogonal transformations form a Lie group.

We need to show that the elements of the rotation group form a manifold. This requires a 1-1, onto map-
ping between a neighborhood of any given group element and a region of R3. To begin, find a neighborhood
of the identity. Let R be a 3-dim matrix satisfying R‘R = 1 such that

R=1+4+A4A
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where A is another matrix with all of its elements small, |A;;| << 1 for all 4, j = 1,2, 3. Then we may expand

1 = R'R=(1+A4")(1+4)
= 1+A"+A+A'A
~ 1+A' +A

We conclude that A is antisymmetric
Al=—A
and may therefore be written as
0 a b
Aij = —a 0 Cc
b — 0
To infinitesimal order, the rotations
1 a b
R= —-a 1 ¢
—-b —c 1

form a neighborhood of the identity transformation and the mapping ¢ : R < (a,b,¢) is 1-1 and onto an
open region of R3. To generalize the result to a neighborhood of an arbitrary group element, Ry, we simply
take the product

RRy = (1+A) R
= Rop+ ARy
Since the components of Ry are bounded, the components of ARy are both bounded and proportional to
one or more of a,b, c. We may therefore make the components of A sufficiently small that ‘(ARO)”‘ << 1,
providing the required neighborhood.

The rotations and translations may immediately be combined into a single class of transformations
comprising the Euclidean group:
R a x\_ ( Bx+a
0 1 1/ 1

where R is an orthogonal matrix. The product of two such transformations is then

(E)(5 D) )

This demonstrates closure because the product RR’ is orthogonal

(RR)' = (R)'R' = (R)'R™' = (RR))"

and Rb + a is a 3-vector.

1.4 The construction of Euclidean 3-space from the Euclidean group

The Euclidean group is a Lie group, and therefore a manifold. This means that starting from the dimen-
sionality of space and its local properties of homogeneity and isotropy, we have constructed a manifold.
Unfortunately, points on the Euclidean group manifold are specified by six parameters, not three — the Eu-
clidean group is six dimensional. There is a simple way to reduce this dimension, however, and there are
important ways of elaborating the procedure to arrive at more complicated objects, including the curved
spaces of general relativity and the higher dimensional spaces of Hamiltonian mechanics.
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To recover 3-dim space, we first identify the isotropy subgroup of the Euclidean group. In principle this
could be almost any subgroup, but we want it to be a group that leaves points fixed. The rotation group
does this, but the translation group does not. The idea is to identify all points of the group manifold that
differ by isotropy. That is, any two points of the 6-dimensional Euclidean group manifold that differ by a
pure rotation will be regarded as identical.

As we show below, the result in the present case simply Euclidean 3-space. Why go to all this trouble
to construct a space which was an obvious choice from the start? The answer is that the world is not
described by Euclidean 3-space, but the technique we use here generalizes to more complicated symmetry.
When we carefully analyze the assumptions of our measurement theory, we will find additional symmetries
which should be taken into account. What we are doing here is illustrating a technique for moving from
local symmetries of measurement to possible arenas for dynamics. Ultimately, we will find the most relevant
arenas to be curved and of more than three dimensions. Still, the procedure we outline here will let us
deduce the correct spaces.

Returning to the problem of rotationally equivalent points, it is easy to see which points these are. The
points of the Euclidean group are labeled by the six parameters in matrices of the form

p(R,a)(]O% ?)

We define a point in Euclidean space to be the set of all p (R, a) that are related by a rotation. Thus, two
points p (R,a) and p’' (R, a’) are regarded as equivalent if there exists a rotation

R’ 0
"o
v (1)

p/ (Rlv a/) = Rl/p (Rv a)

To see what Euclidean space looks like, we choose one representative from each equivalence class. To do
this, start with an arbitrary point, p, and apply an arbitrary rotation to get

v R" 0 R a
Ry = <0 1 0 1
R/IR R//a
- (%)

R//R Rl/a
0 1

is therefore in the same class as the original point, p (R,a), for any choice of R”. In particular, we may
choose R” = R~ so that the point
_ 1 R 'a
po (1, R'a) = ( 0 1 )

is in the same equivlance class as p. We can simplify this further by writing

such that

Any point of the form

R l'la=x

Since R is invertible, there is exactly one x for each a — each is simply some triple of numbers. This means
that distinct equivalence classes are labeled by matrices of the form

(0 7)
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which are obviously in 1-1 relationship with triples of numbers, x = (z1, z2, 23) . The points of our homoge-
neous, isotropic 3-dim space are now in 1-1 correspondence with triples of numbers, called coordinates. It is
important to distinguish between a manifold and its coordinate charts, and a vector space. Thus, we speak
of R? when we mean a space of points and V3 when we wish to talk of vectors. It is the source of much
confusion that these two spaces are essentially identical, because most of the generalizations of classical me-
chanics require us to keep close track of the difference between manifolds and vector spaces. When we want
to discuss the 2-sphere, S2, as a spherical space of points labeled by two angles (6, ¢), it is clear that (6, ¢)
is a coordinate chart and not a vector. Thus, assigning vectors to points on S$? must be done separately from
specifying the space itself. As we treat further examples for which points and vectors differ, the distinction
will become clearer, but it is best to be mindful of the difference from the start. When in doubt, remember
that the 2-sphere is a homogeneous, isotropic space!

2 Measurement in Euclidean 3-space

By abstracting from our experience of the world, we postulate a 3-dim model for the world together with ever-
progressing time. By abstracting from objects the idea of a homogeneous, isotropic arena for their motion,
we arrive at the 6-dim Euclidean group. Finally, by regarding as equivalent those points of the Euclidean
group whose action leaves some point fixed, we arrive at Euclidean 3-space as the arena for our physical
description. We next return to our elements of a physical theory: dynamical laws and a measurement theory.
Before we can say anything about dynamical evolution, we must have some idea of the types of object we
wish to consider, and the ways we have of extracting information from them. This will lead us to a surprising
array of new tools.

2.1 Newtonian measurement theory

One principal assumption of Newtonian mechanics is that we can assign positions in space to a particle for
each instant of time. Such an assignment is called a curve, and the study of curves will make up the next part
of our investigation. However, taken by themselves, one curve is as good as another. We need, in addition, a
notion of distance. The assignment of distances along curves or between nearby points adds a richness that
will lead us quickly to the calculus of variations.

But curves alone are insufficient to describe most physical systems, for at each point of a particle’s curve
in space we wish to assign properties such as velocity, linear and angular momentum, the moment of inertia
tensor, and so on. Our second forray will therefore be the study of vectors and their generalization to tensors.
In order to compare vectors at different locations (remember S2!) we will introduce the connection.

2.2 Curves, lengths and extrema

So far, all we know about our Euclidean space is that we can place its points in 1-1 correspondence with
triples of numbers,
X = (331, T2, .1'3)

and that the properties of the space are invariant under translations and rotations. We proceed the definition
of a curve.

2.2.1 Curves

Intuitively, we imagine a curve drawn in the plane, winding peacefully from point A to point B. Now assign
a monotonic parameter to points along the curve so that as the parameter increases, the specified point
moves steadily along the curve. In Cartesian coordinates in the plane, this amounts to assigning a number
A, to each point (z,y) of the curve, giving two functions (z(A),y(A)). We may write:



Sometimes it is useful to think of C' as a map. If the parameter X is chosen so that (z(0),y(0)) are the
coordinates of the initial point A, and (z(1),y(1)) are the coordinates of the point B, the A lies in the
interval [0, 1] and the curve C' is a map from [0, 1] into the plane:

C:[0,1] — R?

Notice that a parameter A easily specify the entire curve even if the it loops around and crosses itself. The
alternative procedure of specifying, say, y as a function of x, breaks down for many curves.

We therefore make the brief definition:

A curve is a map from the reals into a manifold,

C:R—M

This suffices. Suppose we have a curve that passes though some point p of our manifold. Around p there
is some open set that is mapped by a set of coordinates into a region of R?,

p € U
¢ : U—-VCR?

More concretely, ¢ (p) is some triple of numbers in R3,

4 (p) = (1‘1, L2, wS)
The composition of ¢ with C therefore assigns a triple of numbers in R3 to each value of the parameter \,
cC) = pM)
poCA) = Q) =(21(A),z2(A),23(}))

so the mapping ultimately gives us a parameterized set of coordinates.

A further definition gives us reason to prefer some curves to others:

A differentiable curve is one for which the functions z; (\) are differentiable. A smooth curve is one for
which the functions z; (A) are infinitely differentiable.

2.2.2 Lengths

In keeping with Newtonian measurement theory, we need a means of choosing particular curves as the path

of motion of a particle. Taking our cue from Galileo, we want to describe “uniform motion.” This should

mean something like covering equal distances in equal times, and this brings us to a notion of distance.
The simplest idea of distance is given by the Pythagorean theorem for triangles,

a? +b? =

Applying this to pairs of points, if two points in the plane are at positions (x1,y1) and (x9,y2) then the
distance between them is

2 2
l= \/(362—561) +(y2 —y1)
We may generalize this immediately to three dimensions.
a) Use the Pythagorean theorem in two dimensions to prove show that in three dimensions

= \/(:Ez —x1)? + (g2 — 1)+ (22— 21)°

b) Generalize to n-dimensions.
Perhaps more important for our discussion of curves is the specialization of this formula to infinitesimal
separation of the points. For two infinitesimally nearby points, the proper distance between them is

ds = +/dx? + dy? + dz?
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This form of the Pythagorean theorem allows us to compute the length of an arbitrary curve by adding up
the lengths of infinitesimal bits of the curve.
Consider a curve, C' (\) with ¢ o C'(A\) = z; (A). In going from A to A 4+ d\, the change in coordinates is

_dny

da; = 22
TN

so the length of the curve from A =0to A =1is

1
101 = / ds ()\)
0
/1 [ dx; dz; "
- gij——21
0 YdX\ dA
which is an ordinary integral. This integral gives us the means to assign an unbiased meaning to Galileo’s
idea of uniform motion. We have, in principal, a positive number ly; for each curve from p (0) to p(1). Since
these numbers are bounded below, there exist one or more curves of shortest length. This shortest length is
the infimum of the numbers lp; (C) over all curves C.
For the next several sections we will address the following question: Which curve C' has the shortest
length?

To answer this question, we begin with a simplified case. Consider the class of curves in the plane, given
in Cartesian coordinates:

C) = =M),y(\)
The length of this curve between A =0 and A =1 is

1
s = /ds
0
1
= /\/d;vQeryQ
0
! dr\? dy 2
/ V(w) #() @
dx

If the curve always has finite slope with respect to z, so that 55 never vanishes, we can choose A = z as the

parameter. Then the curve may be written in terms of a single function, y (A),

C(z) =y )

1 dy 2

C (z) = (z,sinx)

with length

We begin by studying this example.
Compute the length of the curve

from the point (0,0) to the point (m,0).

2.3 The Functional Derivative
2.3.1 An intuitive approach

The question of the shortest length curve is strikingly different from the usual extremum problem encountered
in calculus. The problem is that the length of a curve is not a function. Rather, it is an example of a
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functional. Whereas a function returns a single number in response to a single number input, a functional
requires an entire function as input. Thus, the length of a curve requires the specification of an entire curve,
consisting of one or more real valued functions, before a length can be computed. To indicate the difference
notationally, we replace the usual f (z) for a function and write f [z] or f [z (A)] for a functional.

Formally, a function is a mapping from the reals to the reals,

f(x):R—R

while a functional is a maping from a space of functions to the reals. Let F be a function space, for example,
the set of all bounded, real-valued functions x (\), on the unit interval,

F={zN[Ae[0,1], |z (A)] < oo}
Then a functional is a mapping from the function space to the reals
fle]: F—R

Integrals are linear functions on curves, in the sense that they are additive in the parameter. Nonlinear
functions of a curve are annoying, nonlocal beasts such as

flz] = /x (A) 2" (A%) dA

While such integrals are uncommon, nonlocal functions are not. For example, we will later consider the
well-known iterative map of a continuous varible n, satisfying

Tptl =0 (1 + bxi)
which may be extended to a function X,
X (n+1)=a(l+bX?*(n))

Most functionals that arise in physics take the form of integrals over some function of the curve

1 2
dx d°x d"z
= L& 22 22
Sl /0 (x AN dN2’ d/\”>d)\

where L is a known function of n variables. Our simple example of the length of a curve given above takes
this form with

L) = 1+(@)
d St f@
dx e—0 €

The problem is that for a functional the denominator is not well defined. If we were to set

3 le] _ o Flr) A0 = flr (V)

5r(N) (om0 h(\)

To find the function at which a given functional is extremal, we expect to impose the condition of vanishing
derivative of the functional with respect to the function. But we need to define the derivative of a functional.
Denoting the functional deravitive by

of [z (V)]

dx(N)
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we first try a direct analogy with the usual limit of calculus,
¥ JEre) - @)
dr e—0 €
The problem is that for a functional the denominator is not well defined. If we were to set

0ffle ] _ o fle) AN = flz (V)]
sz(A)  h(V—0 h(X)

we would have to restrict h (\) to be everywhere nonzero and carefully specify its uniform approach to
zero. To avoid this, we change the argument a little bit and look at just the numerator. Let h(x) be any
continuous, bounded function that vanishes at the endpoints, x (A) and z (B), but is otherwise arbitrary
and set
y(z) = yo(z) + ah(z)

where yo(x) is some fixed function. For the moment, let & (x) be considered small. Then we can look at the
difference f [y (z)] — f [yo (x)]as a power series in h (z). At each value of z, expand f[y ()] in a Taylor series
around f [yo (x)], and identify the result with teh formal expression,

f@@ﬂzﬂm@ﬂ+%&gﬂM@+
Let’s see how this works with our length functional, s [y (A)] = f d)\m Setting y (A\) = yo () +

h(\), we define the variation of s,

0s

sly (@)] —syo (

/dM/H (yh + h')? /dm/1+ (2)

Since the integrand is an ordinary function, we can expand the square root. This works as long as we
treat h' as small

L+ (yp+h)° = \/1 + (yh)” + 2y + (W)?

= \/7\/ 21/0]1/ 2’)2

hl
- 1+(y6)2<1+90/2+...>
1+ (o)

where we omit terms of order (h’)? and higher. At this order,

!
5s = /dM/1+ L -1
1+ yo
!
= /d)\ Yoh
\/1+ yo

The expression depends on the derivative of the arbitrary function h, but there is no reason not to integrate
by parts:

d Yoh d Yo

1
Ssap = /d/\ — == | -
o A\ P \Vi+w?) P\ Yr+w)?

22



Yoh Yoh

2 2
T+ wo) |, _, I+ (yo)™ |, _

1 /
_/ d)\h()\)% %
’ L+ (90)”

0

Since h(0) = h(1) = 0, the boundary terms vanish, so,

/

1
5s = —/ A h()\)% S —
0 1+ ()

This relation must hold for any sufficiently small function h (z). Since h (x) represents a small change, dy in
the function y (A), we are justified in writing,

1 /

d

0s = —/ dA 5yd— %

T 2

0 1+ (yo)
so the functional derivative we want,

ds
Sy

seems to be athand. But how do we get at it? We still have
ds

written as an integral and it contains an arbitrary function, y = h().
How can we extract information about y (A\)? In particular, what is 957

5.7 First, consider the problem of
y

curves of extremal length. For such curves we expect g—; and therefore §s to vanish for any variation dy.
Therefore, demand
1 /
d
— / dX 6ya S N —
2
0 1+ (yo)

for all (sufficiently small) functions dy = h (A) Now let A\g € {0,1} and choose h (X) of the form

h()\)_ h()\)>0 )\6()\0—8/27/\04—6/2)
Tl (N =0 otherwise
Then the integral becomes
1 /
d
0 = 7/ A () - S -
0 1+ (yp)”
Xo+e/2 ’
= _/ d\ h()\)i __ Y%
Yo=s2 PV + )

In the limit as € — 0 then integral approaches

Ao+e/2 /
lim irh)-L [ ) Z o) |

e—0 d\ a
Ro—e/2 L+ (y(l))2 1+ (y(/))2 A=)o
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so vanishing Js requires

d /
0=ch(h) | o LQ
L+(o)" /1),
Since eh (Ag) > 0, we may divide it out, leaving
i yié =0
PN+ @)

A=Xo

But the point A\gwas arbitrary, so we can drop the A = Ag condition. The argument holds at every point of
the interval. Therefore, the function yo (A) that makes the length extremal must satisfy

d Yo

- — 0
A\ 1+ )

This is just what we need, if it really gives the condition we want! Integrating once gives

/

Y = ¢ = const.
2
L+ (yp)
so that
Y, = liczb:const
vo(A) = a+b)

Finally, with initial conditions yo (0) = y (A) and yo (1) = B,

we find
yo(A) =ya + (yp —ya) A

This is the unique straight line connection (0,y4) and (1, yp).
Find the form of the function x (\) that makes the variation, df, of each of the following functionals
vanish:

1. flz] = [ #%d\ where & = 92,

2. fla] = [ (i2 + 22) dA

4. flz] = fo/\ (&%(A) — V(x(X))) dX where V/(z) is an arbitrary function of z()).

5. flz] = fOA %2d\ where X = (&, 7, 2) and %% = @2 + ¢ + 2. Notice that there are three functions to be
determined here: z(\), y(\) and z(\).
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2.3.2 Formal definition of functional differentiation

There are several reasons to go beyond the simple variation of the previous section. First, we have only
extracted a meaningful result in the case of vanishing variation. We would like to define a functional
derivative that exists even when it does not vanish! Second, we would like a procedure that can be applied
iteratively to define higher functional derivatives. Third, the procedure can become difficult or impossible
to apply for functionals more general than curve length. It is especially important to have a definition that
will generalize to field theory. Finally, the added rigor of a formal definition allows careful proofs of the
properties of functionals, including generalizations to a complete functional calculus.

In this section we look closely at the calculation of the previous section to formally develop the functional
derivative, the generalization of differentiation to functionals. We will give a general definition sufficient to
find % for any functional of the form

1 2
dx d°x d"x
= Lz, 22 A
flal /0 (w AN N2’ d/\”>

One advantage of treating variations in this more formal way is that we can equally well apply the technique
to relativistic systems and classical field theory.
There are two principal points to be clarified:

1. We would like to allow fully arbitrary variations, h (\).
2. We require a rigorous way to remove the integral, even when the variation, d f, does not vanish.
We treat these points in turn.
Arbitrary variations: one parameter families of functions We would like the functional derivative

to formalize finding the extremum of a functional. Suppose we have a functional, f [z ()\)]. We argued that
we can look at the difference between f [z (A\) + h (\)] and f [z (A\)], demanding that for an extremum,

0f = flx+h] = flz] =0 (3)
to first order in h (A). We want to generalize this to a definition of a functional derivative,

5f[x (W)

—_— 4
dx (M) )
such that at extrema, agix((;;)] = 0 is equivalent to vanishing variation of f [z].
Let f be given by
1
flo ) = [ L ().a® )™ ()i o)

where L is a function of x(\) and its derivatives up to some maximum order, n. Because L is a function, we
found ¢ f by expanding f[z (A) + h (N\)] to first order in h (X\). We can get the same result without making
any assumptions about h(z) by introducing a parameter « along with h. Thus, we write

fle(Aa)] = flae(A) +ah (M) (6)

and think of (A, &) as a function of two variables for any given h (). Equivalently, we may think of z(\, «)
as a 1-parameter family of functions, one for each value of «. Then, although f[z (A)+ ah ()] is a functional
of  (A) and h(\), it is a simple function of a:

fla(\ o) = /L (;v A a), 2z (N a), ...,z (), a)) d\

/L (a: (\a)+ah () a),z® +ah<1>,...) A (7)
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Moreover, taking a regular derivative with respect to a then setting o = 0 gives the same expression as the
first term of a Taylor series in small h(x). This happens because the only dependence f has on « is through
T

d d
< _ 4 (1)
——fle(3, )] da/L(x (\a),z ()\,a),...) )
oL dx  OL 9z oL 9x™
- /(895 a9 Ba T Gam aa> dA ®)
oL, AL oL
_ (1) (n)
/(8xh+8x(1)h oot soh )d/\ (9)

so that when we set a« = 0, all dependence on z (\) + ah (\) reduces to dependence on z (\) only. We
therefore define the variation of f[z] as

) = (Groan)|
IL (z (A a)) IL(z (N a)),
_ /(%h+...+8x(n)h( >) i
OL(x(A),  OL(z(N), OL(x(N), »
- /( e s h()+...+8x(n)h)d/\

Notice that all dependence of L on h has dropped out, so the expression is linear in i (A) and its derivatives.
Now continue as before. Integrate the A1) and higher derivative terms by parts. We assume that h (\)

and its first n — 1 derivatives all vanish at the endpoints. The k** term becomes
1871’ B () d) = (—1)F 1d)\d7k oL B\

z(X,a)=z(\)

so we have

] = (7o) azo

_ /1 (8L (x ()  doL(z(N)
0 Ox dx 9z

o+ (=D)" ﬁ%h@)) dA (10)

where now, h ()) is fully arbitrary.
Fill in the details of the preceeding derivation, paying particular attention to the integrations by parts.

The functional derivative We finish the procedure by generalizing the way we extract the term in
parentheses from the integrand of eq.(10), without demanding that the functional derivative vanish. Recall
that for the straight line, we argued that we can choose a sequence of functions h(x) that vanish everywhere
except in a small region around a point xg. It is this procedure that we formalize. The required rigor is
provided by the Dirac delta function.

The Dirac delta function To do this correctly, we need yet another class of new objects: distributions.
Distributions are objects whose integrals are wel-defined though their values may not be. They may be
identified with infinite sequences of functions. Therefore, distributions include functions, but include other
objects as well.
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The development of the theory of distributions is similar in some ways to the definition of real numbers as
limits of Cauchy sequences of rational numbers. For example, we can think of 7 as the limit of the sequence

of rationals
31 314 3141 31415 314159

107 100° 1000’ 10000’ 100000 "

By considering all sequences of rationals, we move to the larger class of numbers called the reals. Similarly,
we can consider sequences of functions,

fi(x), fo(x),...

The limit of such a sequence is not necessarily a function. For example, the sequence of functions

1

_ _ 3 _ m _
e7lol g2l Ze=dlal o emmlel
) ’2 ) ) )

vanishes at nonzero z and diverges at = 0 as m — oco. Nonetheless, the integrals of these functions, on the
interval [—o0, co] is the independent of n,

) 9]
m iy i
/ —e m|z| — / me ™%
—0o0 2 0
= —€

—mx |80
=1
so the integral of the limit function is well defined.

Another particularly useful example is a sequence of Gaussians which, like the previous example, becomes
narrower and narrower while getting taller and taller:

fm(x) =4/

As m increases, the width of the Gaussian decreases to % while the maximum increases to \/g . Notice
that the area under the curve is always 1, regardless of how large we make m. In the limit as m — oo, the
width decreases to zero while the maximum becomes infinite — clearly not a function. However, the limit
still defines a useful object — the distribution known as the Dirac delta function.

Let f(x) be any function. The Dirac delta function, §(z) is defined by the property

/ F(2)6(x)dz = £(0)

/5(1:)dx =1

Heuristically, we can think of §(x) as being zero everywhere but where its argument (in this case, simply z)

vanishes. At the point « = 0, its value is sufficiently divergent that the integral of d(z) is still one.
Formally we can define () as the limit of a sequence of functions such as f,(x), but note that there are

many different sequences that give the same properties. To prove that the sequence f,, works we must show

that
lim | f(2),)=e™ " da = f(0)
m— oo 27T

for an arbitrary function f(x) . Then it is correct to write

In particular, this means that

8(z) = lim ) e

—€
m— oo 21

This proof is left as an exercise.
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We don’t usually need a specific sequence to solve problems using delta functions, because they are only
meaningful under integral signs and they are very easy to integrate using their defining property. In physics
they are extremely useful for making “continuous” distributions out of discrete ones. For example, suppose
we have a point charge @ located at xo = (2o, Yo, z0) - Then we can write a corresponding charge density as

p(x) = Q6 (x —x0) = Qd (z —20) 5 (y — yo) § (z — 20)
Perform the following integrals over Dirac delta functions:

1. [ f(2)d (z — xo)dx
2. [ f(z)6 (az)dz (Hint: By integrating over both expressions, show that §(az) = 14(z). Note that to

integrate §(ax) you need to do a change of variables.)

3. Evaluate [ f(2)6(™ (x)dz where
6 (z) = d 0 (x)

T dam

4. [ f(2)8 (z* — 23) d= (This is tricky!)

Show that
’771.2.22
0(xz) = lim ML
m—o00 271‘
Show that m
6(z) = lim —e el
Let f (z) be a differentiable function with zeros at x1,...,x,. Assume that at any of these zeros, the
derivative f’(z;) is nonzero. Show that
AN |
6(f (z)) = §(x — ;)
2 @]
The mass density of an infinitesimally thin, spherical shell of radius R may be written as
M
p(ra 07 50) = W(S(T - R)

By integrating p over all space, find the total mass of the shell.
Write an expression for the mass density of an infinitesimally thin ring of matter of radius R, lying in
the xy plane.

The definition at last! Using the idea of a sequence of functions and the Dirac delta function, we can
now extract the variation. So far, we have defined the variation as

7l = (g flar o)) (1)

a=0

where z (A, @) = x (A\) + ah (\), and shown that the derivative on the right reduces to

L/OL(x(N)  d OL(z(\)
I R =

o & L ()
d\r 9x(n)

+o (1) )h()\) d (12)
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where h()) is arbitrary. In particular, we may choose for h(\) a sequence of functions, h,, (A — ), such
that

rr}i—{noohnb (/\ - ﬂ) =9 (A - ﬁ)
where f is fixed. Then defining
Tm ()‘aa7ﬁ) = l’()\) + Oéhm (>‘ - ﬂ)
the variation takes the form
d
Lo (A = |4 lon (o]

_ [T(oLE™)
_0(35C

a=0

_yn 4" OL(z(N) B
The functional derivative is now defined as follows.
The functional derivative of f[2(3)] is defined as
6flz(B)] _ . d
where
Tm ()‘va7ﬂ) = x()\)—i—ahm ()‘_/8)
lim Ay, (A=8) = 6(A=0)

Since we have chosen h,, (A — 3) to approach a Dirac delta function, and since nothing except h,, (A — 3)
on the right hand side of eq.(13) depends on m, we have

oflz@®)] _ . [d
UEOL Lla flom (A, m]}

_ /1 <6L(;;()\))
oy (PLEODY) 1y 40

a=0

V7O (z (M) n d* (0L (z(N))
= /0 (83:—...+(—1) d)\n(am(n)>)5()\—ﬂ)d)\
AL (z(B)) n d" (OL(z(N)
= T—...-ﬁ-(—l) N (81:(”))

This expression holds for any value of . If we are seeking an extremum of f [ (\)], then we set the functional
derivative to zero:
of [z (V)]

srny 0

and recover the same result as we got from vanishing variation. The condition for the extremum is the
generalized Fuler-Lagrange equation,

87[4
or

_ i 87[/ + + (_1)” d* oL
w0y dA 9z

o g | =0 (15)
(M) d " 9z(n) +V)
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This equation is the central result this chapter. Consider, for a moment, what we have accomplished. Any
functional of the form

S[x(t)]:/CL(x,ic,...)dt

is a mapping that assigns a real number to any curve. Viewing motion as described by a set of uniform
curves, we now have a way to specify what is meant by uniform — a uniform curve is one which makes the
functional S extremal. We have seen that this makes sense if we take S to be the length of the curve. The
extremals are the straight lines.

The integrand L of the action functional is called the Lagrangian. In general, once we choose a Lagrangian,
L(x,%,...), eq.(15) determines the preferred paths of motion associated with L. What we now must do is
to find a way to associate particular forms of L with particular physical systems in such a way that the
extremal paths are the paths the physical system actually follows.

In subsequent chapters we will devote considerable attention to the generalized Euler-Lagrange equation.
But before trying to associate any particular form for L with particular physical systems, we will prove a
number of general results. Most of these have to do with symmetries and conservation laws. We shall see that
many physical laws hold by virtue of very general properties of .S, and not the particular form. Indeed, there
are cases where it possible to write infinitely many distinct functionals which all have the same extremals!
Until we reach our discussion of gauge theory, we will have no reason to prefer any one of these descriptions
over another. Until then we take the pragmatic view that any functional whose extremals give the correct
equation of motion is satisfactory.

Using the formal definition, eq.(14) find the functional derivative of each of the following functionals.

L flz] = fot %2dt where & = ?Tf'

= fot (é%(t) — V(z(t))) dt where V (z) is an arbitrary function of z (t).

Define the functional Taylor series by

= [l

6% f
//d/\ld)\g Az)&c(mé x (A1) 0z (A2) +

and let f [z (\)] = [ L (x,2’) d\. Using the techniques of this section, show that the first and second functional
derivatives are glven by

of _ oL _doL
S Oz d\Ox
52 f 0?L d 0*L
0x (A1) 6z (A2) <3x8x B d)\lamax’) 0= Ae)

010% o\
O?L 026 (M1 — A2)
C0x'dx 92
To define higher order derivatives, we can simply apply the definition recursively. For example, the second
functional derivative is given by applying the definition twice. The first functional derivative is

d ( 2L ) 95 (A1 — Aa)

HEG _ o [ o
) = [ O]
Now let f [z (8)] = w7
5%g [z . d . d



Suppose g (z (8)) = [ h(z,2") dz. Then

/

2h

_dgle(8)] _oh _ d oh
Flz®)= ox Ooxr dpox’
and the second derivative gives
§fl=(B)) _ . d
where
Tm (Ao, 8) = (X)) + ahy (A= 0)
im hy, (A= B) §(A=25)
Substituting,
3%g [z (B)] o [d
2O) _ _%f[xm ap]
= lim _i d_Oh
T m—oo | do d/B 5‘:U —0
|4 , o (d Oh , 0 ([ d Oh
= e ( a 'hm_hmam <d58x’) i (dﬁ@x'))Lo
We need to expand
d Ooh _ 0%h , 0%h
dp ox' T 922 Y awor
Then
o (dony _ o on o
oxr \ dB3 ox' Oz ox'? 0r'0x
., 9h L 93h
¥ 92022 T ¥ 0rox2
and similarly,
9 (d oh R 0%h , 0%h
oz’ \ dp oz’ - oz o Oz'? . oz’ Ox
o 83h+ , O3h n 0%h
= T 93 T 9220 " 9r'ox
Substituting,
g o,z (B)] i@ d 0%h W d ([ 33h y 0%h
ox?  dadx?2™ " da Oz’ ™ ™" ¥ 92022 ¥ 0u'da2
d , 0%h 0%h 0%h 0%*h 0%h 0%h
/ / / ”» _ / 2
i ( 027 T 9aor 8x’8x> 922 'm T g m  fim (”3 920272 T 7
o 5“3h+ , O3h N 0%*h
m\" 028 T 92202 T 00w

To define higher order derivatives, we can simply carry the expansion of L to higher order.

S = /L(:c,a:’)d)\
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S = /L(gc—l—é;mx’+5w’)d)\—/L(x7x’)d)\

oL oL 1 0L
/L( ')+ —6z + —0z' + — (6z)*

oz i 2! Dzdx
6'2L 1 0%L
=026 + o ~(62")? — L (z,2")dt

1 32L 2

82 1 9L o
T o ()5 8 S o () %)

Now, to integrate each of the various terms by parts, we need to insert some delta functions. Look at one

term at a time:
d 0L
R 4 — [
/ 6 /d)\a ’6

82
I =

0
I3 = /d)\aaléacéx

= 1//dAldAz(S(Al—AQ)

0’L ,
X - (02 (A1) 62" (A2) + 0z (N2) 2" (A1)

2) +

— /d)\1/d>\2< < (A1 = A2) aizal;y>
2L
ox’

x>>5x()\1)(5x( 2)
= —%/d)\l/d)\g <86/\25()\1_>\2)5!8x26ﬁ:’

dxdx’

d 0°L
+6 (A1 = A2) I 9207 oz (A1) oz (A2)

1 d 0°L
= —§/d)\1/d>\2 ((5()\1 _>\2)d)\18138$/> 6z (A1) 0z (A2)

and finally,
1 0%L N2
L = 5/UZAW o 67
= /d>\ /d)\é/\ A2) oL — 52 (\1) 0z’ (Na)
- 1 2 1 2 oz’ ()\2)8% ( ) 1 2
= /dA /dA 5 (A fA)aQ—L 6z (A1) 6z (Ag)
- ! 28)\1 8)\2 ! 2 ox’ ()\1)837/ ()\2) ! 2

%L
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1 9? >’L
1 0 d 0°L
+*/d)\1 /d>\2 <8/\5 (Al - )\2) d/\lﬁx’(‘)x’) ox ()\1) ox ()\2)
0?L
= d)\l d)\Q 6A2 )\2) m ox ()\1) ox ()\2)

+7/d)\ /dA ~ 250 —A)iﬂ 5z (M) 8z (A2)
2 ! 2\ oa VT TN oon ! 2

oL d OL
)\<_d>\c‘)x’) ox

Combining,

5/ /d)\2 (=) IL () 6z ()
1 d 0°L
,/ /d)\g (5 )dAla ax)&t()\l)&c(}\g)
0%L
/d)\l/d)\g 8>\2 )\2) m ox ()\1)(5.’17 (/\2)
d 0?L
/ / ( 3>\1 ) (1)\1535’31”) 6z (A1) 0x (A2)
oL d 0L
0%L d O°L
/d/\l /d)\Qi — ) <8x8z B d/\l&zrax’)
d 0%L
_(97)\160\ A2) o d\1 (81:’893’)

02 0%L
_87\%6 (A1 = A2) az,ax,) dx (A1) 6z (N2)

This agrees with DeWitt when there is only one function z. Setting

528

we identify:
5 _ oL d oL
Sr Or  d\Ox'
528 0’L d 0*L
s = (5 o a0 (A= Ae)
0x(A1)dz(A2) Oxdxr  dA\; Oz0x

d ( 02L >86()\1—/\2)

~d\ \ 0202 oM
L P (M- M)
ox' Oz N3

Third and higher order derivatives may be defined by extending this procedure. The result may also be
found by taking two independent variations from the start.
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2.4 Functional integration

It is also possible to integrate functionals. Since a functional has an entire function as its argument, the
functional integral is a sum over all functions in some well-defined function space. Such a sum is horribly
uncountable, but it is still possible to perform some functional integrals exactly by taking the infinite limit
of the product of finitely many normal integrals. For more difficult functional integrals, there are many
approximation methods. Since functional integrals have not apppeared widely in classical mechanics, we do
not treat them further here. However, they do provide one approach to quantum mechanics, and play an
important role in quantum field theory.

3 Physical theories

Within any theory of matter and motion we may distinguish two conceptually different features: dynamical
laws and measurement theory. We discuss each in turn.

By dynamical laws, we mean the description of various motions of objects, both singly and in combination.
The central feature of our description is generally some set of dynamical equations. In classical mechanics,
the dynamical equation is Newton’s second law,

dv
F=m—
dt
or its relativistic generalization, while in classical electrodynamics two of the Maxwell equations serve the

same function:

-— —-VxB = 0

c dt

1dB 47
-— E = —J
c dt TV c

The remaining two Maxwell equations may be regarded as constraints on the initial field configuration. In
general relativity the Einstein equation gives the time evolution of the metric. Finally, in quantum mechanics
the dynamical law is the Schrédinger equation

X L Oy

Hy =ih g
which governs the time evolution of the wave function, 1.

Several important features are implicit in these descriptions. Of course there are different objects —
particles, fields or probability amplitudes — that must be specified. But perhaps the most important feature
is the existence of some arena within which the motion occurs. In Newtonian mechanics the arena is Euclidean
3-space, and the motion is assumed to be parameterized by universal time. Relativity modified this to a
4 -dimensional spacetime, which in general relativity becomes a curved Riemannian manifold. In quantum
mechanics the arena is phase space, comprised of both position and momentum variables, and again having
a universal time. Given this diverse collection of spaces for dynamical laws, you may well ask if there is any
principle that determines a preferred space. As we shall see, the answer is a qualified yes. It turns out that
symmetry gives us an important guide to choosing the dynamical arena.

A measurement theory is what establishes the correspondence between calculations and measurable num-
bers. For example, in Newtonian mechanics the primary dynamical variable for a particle is the position
vector, x. While the dynamical law predicts this vector as a function of time, we never measure a vector
directly. In order to extract measurable magnitudes we use the Euclidean inner product,

(u,v)=u-v
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If we want to know the position, we specify a vector basis ((i,j, R) say) for comparison, then specify the

numbers

W)L") ~)
VIR

z =

These numbers are then expressed as dimensionless ratios by choosing a length standard, [. If [ is chosen
as the meter, then in saying the position of a particle is a (x,y,z) = (3m,4m,5m) we are specifying the
dimensionless ratios

X
Z = 3
l
y
2 = 4
l
z
Z = 5
I

A further assumption of Newtonian measurement theory is that particles move along unique, well-defined
curves. This is macroscopically sound epistemology, since we can see a body such as a ball move smoothly
through an arc. However, when matter is not continuously monitored the assumption becomes suspect.
Indeed, the occasional measurements we are able to make on fundamental particles do not allow us to claim
a unique path is knowable, and quantum experiments show that it is incorrect to assume that unique paths
exist.

Thus, quantum mechanics provides a distinct example of a measurement theory — we do not assume unique
evolution. Perhaps the chief elements of quantum measurement theory is the Hermitian inner product on
Hilbert space:

(Wl = /V Proda

and its interpretation as the probability of finding the particle related to v in the volume V. As noted
in the preceeding paragraph, it is incorrect to assume a unique path of motion. The relationship between
expectation values of operators and measurement probabilities is a further element of quantum measurement
theory.

The importance of the distinction between dynamical laws and measurement theories will become clear
when we introduce the additional element of symmetry in the final sections of the book. In particular, we will
see that the techniques of gauge theory allow us to reconcile differences between the symmetry of a dynamical
law and the symmetry of the associated measurement theory. We shall show how different applications of
gauge theory lead to the Lagrangian and Hamiltonian formulations of classical mechanics, and eventually,
how a small change in the measurement theory leads to quantum mechanics.

4 The objects of measurement

In this section we develop the mathematical tools required to describe physically measurable properties.
Which properties we can measure depends on the nature of the physical theory, and in particular, on the
symmetry of our physical laws and measurement theory. This idea of symmetry is one of the most important
concepts in modern physics. All of the known fundamental interactions, and even supersymmetry relating
matter and force, are described in terms of definite symmetries. As we shall see, even the Lagrangian and
Hamiltonian formulations of classical mechanics may be derived from symmetry considerations.

As discussed in Chapter 2, a symmetry may typically be represented by the action of a group.

Suppose we have a physical model based on a given symmetry. The measurable properties of the physical
model will be invariant under the action of the symmetry. The physical properties associated with that
model are called scalars. These scalars are the only objects that we can measure. However, there are
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many objects besides scalars that are useful, including many that are invariant. For example, a cylindrically
symmetric system may be characterized by an invariant vector along the symmetry axis, but measurement
of that vector relies on forming scalars from that vector.

The most important class of non-scalars are the tensors. There are two principal reasons that tensors
are useful. First, their transformation properties are so simple that it is easy to construct scalars from them.
Second, the form of tensor equations is unchanged by transformation. Specifically, tensors are those objects
which transform linearly and homogeneously under the action of a group symmetry (A), or the under inverse
action of the group symmetry (A~!). This linear, homogeneous transformation property is called covariance.
If we write, schematically,

T = AT
S = SA

for some tensors of each type, then it is immediate that combining such a pair gives a scalar, or invariant
quantity,
S'T' = SA™'AT = ST

It is also immediate that tensor equations are covariant. This means that the form of tensor equations does
not change when the system is transformed. Thus, if we arrange any tensor equation to have the form

T=0

where T' may be an arbitrarily complicated tensor expression, we immediately have the same equation after
transformation, since
T =AT =0

Knowing the symmetry and associated tensors of a physical system we can quickly go beyond the dy-
namical law in making predictions by asking what other objects besides the dynamical law are preserved by
the transformations. Relations between these covariant objects express possible physical relationships, while
relationships among other, non-covariant quantities, will not.

4.1 Examples of tensors

Before proceeding to a formal treatment of tensors, we provide some concrete examples of scalars, of vector
transformations, and of some familiar second rank tensors.

4.1.1 Scalars and non-scalars

If we want to describe a rod, its length is a relevant feature because its length is independent of what
coordinate transformations we perform. However, it isn’t reasonable to associate the change, Az, in the x
coordinate between the ends of the rod with anything physical because as the rod moves around Az changes
arbitrarily. Tensors allow us to separate the properties like length,

L=/(A2) + (29)" +(A2)?

from properties like Az; invariant quantities like L can be physical but coordinate dependent quantities like
Az cannot.

There are many kinds of objects that contain physical information. You are probably most familiar with
numbers, functions and vectors. A function of position such as temperature has a certain value at each
point, regardless of how we label the point. Similarly, we can characterize vectors by their magnitude and
direction relative to other vectors, and this information is independent of coordinates. But there are other
objects that share these properties.
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4.1.2 Vector transformations

To help cement these ideas, suppose we have three vectors which transform according to

/L' = Mi]'Aj
B; = M;;B;
éi = NijCj —l—ai

Notice that C;, that does not transform in the same way as A; and By, nor does it transform homogeneously.
It makes mathematical sense to postulate a relationship between A; and B; such as

A; = )AB;
because if we transform the system we still have
A; = \B;

The relationship between A; and B; is consistent with the symmetry of the physical system. However, we
cannot this type of physical relationship between A; and C;, because the two expressions

A; = BC;

and R ~
A; = BC;
are not equivalent. Indeed, the second is equivalent to
M;i;A; = B (NizCj + ai)
or, multiplying both sides by Mgil,
MoiMyA; = BMy; (NCj+ a;)
Am = My Ni;Cj+ BM,}a;

so that unless N = M ~! and a = 0, the two expression are quite different.

4.1.3 The Levi-Civita tensor

One of the most useful tensors is the totally antisymmetric Levi-Civita tensor, e;;i. To define e;;1, we first
define the totally antisymmetric symbol €;;; by setting

€123 =1

All remaining components of €;;; follow by using the antisymmetry. Thus, if any two of the indices of
a component are the same the component must vanish (e.g., €112 = —£112 = 0), while the nonvanishing
components are

€123 = €231 =¢€312 =1

€132 = €213 =€321 = —1

Note that the triple sum
Eijk€ijk = 31=6

is easily found by summing of squares of all the components.
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As we show below, one way to define a tensor is to specify its components in one coordinate system,
and then demand that it transform as a tensor. Once we have described the transformations of tensors,
we will apply this technique to the Levi-Civita tensor. In the meantime, we define the components of the
Levi-Civita tensor in Cartesian coordinates to be the same as the antisymmetric symbol. Thus, in Cartesian
coordinates,

€ijk = Eijk
There are a number of useful identities satisfied by these tensors, most of which follow from

Eijk€lmn = 5il(5jm5kn + 6im5jn5k:l + 5in5jl5k7n
_6il6jn6km - 6in5jm6kl - 6im6jl6kn (16)
It is easy to check that this expression is correct by noting that in order for the left hand side to be nonzero,
each of the sets (ijk) and (I'mn) must take a permutation of the values (123). Therefore, since ¢ must be
1 or 2 or 3, it must be equal to exactly one of [, m or n. Similarly, 7 must equal one of the remaining two
indices, and k the third. The right hand side is therefore a list of the possible ways this can happen, with
appropriate signs. Alternatively, noting that specifying a single component of a totally antisymmetric object
determines all of the remaining components, we can argue that any two totally antisymmetric tensors must
be proportional. It is then easy to establish that the proportionality constant is 1.
Prove that eq.(16) is correct by the second method. First, show that the right side of eq.(16) is antisym-
metric under any pair exchange of the indices (ijk) and also under any pairwise exchange of (Imn). This
allows us to write

Eijk€lmn = A (5il5jm5kn + 5im5jn6kl + 5in§jl5km
_5il5jn6km - 5in5jm5kl - 5zm5jlakn)
for some constant A\. Show that A = 1 by setting | = ¢,m = j and n = k on both sides and finding the
resulting triple sum on each side.
We can now produce further useful results. If, instead of summing over all three pairs of indices, we only
sum over one, we find that
€ijk€imn = 0ii0imOkn + 0imOjnlki + 0ind;i0km
_61263n5km - 51n5]m5kz - 61m5]7.5kn
36jm5k:n + 5km5jn + 5jn5km - 36jn(skm - 5kn6]m - 5jm6kn
5jm6kn - (Sjn(skm (17)

Since the cross product may be written in terms of the Levi-Civita tensor as
[u X V]i = EijkU;VE
this identity gives a simple way to reduce multiple cross products.
Prove that the components of the cross product may be written as
[u X V]i = EijkU;VE
then use the identity of eq.(17) to prove the “bac-cab” rule:
ax(bxc)=b(a-c)—c(a-b)
Prove that
€ijkEijn = 20kn
When we generalize these results to arbitrary coordinates, we will find that the Levi-Civita tensor e;jx
requires a multiplicative function. When we generalize the Levi-Civita tensor to higher dimensions it is
always a mazimally antisymmetric tensor, and therefore unique up to an overall multiple. Thus, in d-
dimensions, the Levi-Civita tensor has d indices, e;,;,...i,, and is antisymmetric under all pair interchanges.

In any dimension, a pair of Levi-Civita tensors may be rewritten in terms of antisymmetrized products of
Kronecker deltas.
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4.1.4 Some second rank tensors

Moment of intertia tensor For example, consider the angular momentum of a rigid body . If the force
on a small piece of the body is given by

dv
dF = dm—
et

= dmﬁ (wxr)

then the contribution of the mass element dm = pd>z to the torque is

dN = rxdF
dv

= d _
mr X i

where r is the position of the mass element relative to the center of mass. Integrating over the rigid body,
we get the total torque on the left and therefore

N = /rxdF

Now notice that

i(rxv)—vxv—&—rxd—v—rxd—v
dt B a7 dt

so we can pull out the time derivative. Let the body rotate with angular velocity w, where the direction of
w is along the axis of rotation according to the right-hand rule. Then, since the density is independent of
time,

N = % p(rxv)dz
4 (rx (wxr))d
T

= %/p(wr2—r(w~r))d3x

Here’s the important part: we can separate the dynamics from physical properties of the rigid body if we
can get omega out of the integral, because then the integral will depend only on intrinsic properties of the
rigid body. We can accomplish the separation if we write the torque in components:

d 3

N; = 7 p(rxv),dx
_ d 2 d3
= (wir? =y (wyrj)) &’
d i
= /p (6;jwjr® — ' (wiry)) Pz

= %wj /p (57;]-7"2 - ’I"ﬂ’j) d3x

Notice how we inserted an identity matrix, using w; = d;;w;, to get the indices on both factors of w; to be
the same. Now defined the moment of inertia tensor,

I; = /p (6i7% —rir;) &’z
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This is nine separate equations, one for each value of i and each value of j. However, since the moment of
inertia tensor is symmetric, I;; = Ij;, only six of these numbers are independent. Once we have computed
each of them, we can work with the much simpler expression,

Ni Iijwj

T dt

The sum on the right is the normal way of taking the product of a matrix on a vector. The product is the
angular momentum vector,

Li = Iijwj
and we have, simply,
dL;
N, = =%
fdt

We can also write the rotational kinetic energy of a rigid body in terms of the moment of inertia tensor,

1
T = §/v2dm

1 .
= 5/((,0 xr) - (wxr)p(x)ds
Working out the messy product,
(WXT) (WXT) = €ijkCimnWiThWmTn

= (0jmOkn — OjnOkm) WiTkWmTn

= wiwj (57;j7“2 — ’l"iT'j)

Therefore,
1
T = f/w~(r>< (wx 1)) plz)dx

1
= §wiwj/(5ijr2 —rir;) pla)d’s

1
= §Iijwiwj

The metric tensor We have already used the Pythagorean formulat to specify the length of a curve, but
the usual formula works only in Cartesian coordinates. However, it is not difficult to find an expression valid

in any coordinate system — indeed, we already know the squared separation of points in Cartesian, polar and
spherical coordinates,

ds*> = da? + dy® + d2?
ds®> = dp®+ pPde?® + dz2*
ds®> = dr?+r2d#* +r?sin® 6 do?

respectively. Notice that all of these forms are quadratic in coordinate differentials. In fact, this must be
the case for any coordinates. For suppose we have coordinates y; given as arbitrary invertible functions of a
set of Cartesian coordinates x;,

vi = Yi(x))
Ty = I (yj)
Then the differentials are related by
da; = 2%
i = 75— aYj
8yj J



The squared separation is therefore

ds?® = da? +dy?® + dz2*

= dxldxl
(’)xi 8:@

= (ay, ) ( Z2d
(3%‘ yj) (3% yk)
Oxi 83&1

= Zigy.d

= gjkdy;dyk

where in the last step we define the metric tensor, g1, by

= Jwi O
ik = By; oy

Using the metric tensor, we can now write the distance between nearby points regardless of the coordinate
system. For two points with coordinate separations dx;, the distance between them is

ds = \/ gijdl’idl‘j

We have already introduced the metric as a way of writing the infinitesimal line element in arbitrary
coordinates,
d82 = g”dl'ldl'j

We show below that the metric also characterizes the inner product of two vectors:
u-v= GijU; vy

The metric is a rank two covariant tensor.
Find the metric tensor for:

1. polar coordinates, and

2. spherical coordinates.

The stress tensor We can write an infinitesimal area element as
_ 2

where n; is orthogonal to the surface element d?z. Now imagine such a surface element imersed in a continuous
medium. In general, there will be a force, dF;, acting across this surface area, but it is not generally in the
same direction as dS;. However, we do expect its magnitude to be proportional to the area, so we may write
a linear equation,

dF; = Pidej

The coefficients in this expression comprise the stress tensor. If P;; is diagonal,

p1
P = P2
b3
then the numbers p; are just the forces per unit area — i.e., pressures — in each of the three independent
directions. Any off-diagonal elements of P;; are called stresses. These are due to components of the force

that are parallel rather than perpendicular to the surface, which therefore tend to produce shear, shifting
parallel area elements along one another.
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Thus, when P;s is nonzero, there is an xz-component to the force on a surface whose normal is in the y
direction. But now consider Ps»;, which gives the y-component of the force on a similar surface, with normal
in the x direction. The z-component of the torque produced on a cube of side 2a by these two forces together,
about the center of the cube is

N3 = T’QdFl - TldFQ = Tgpldej - Tlpgdej
= T2P12dS2 - 7"1P21d51

1
= §a3 (P12 - P21)

The moment of inertia of the infinitesimal cube, taking the density constant, is

1 1 00
I; = Epa5 010
0 01
The equation of motion becomes
dw
N3y = I33—
3 337
1 4 1 sdw
—a° (P2 — P = —pa’—
3@ (P2 = Pa1) 127 at
so the angular acceleration is given by
dw 6
—=— (P2 —P.
at pa2( 12 21)

Since the angular acceleration must remain finite as the side of the cube tends to zero, we must have
P> = P»y. A similar argument applies to the other off diagonal terms, so the stress tensor must be symmetric.

4.2 Vectors

The simplest tensors are scalars, which are the measurable quantities of a theory, left invariant by symmetry
transformations. By far the most common non-scalars are the vectors, also called rank-1 tensors. Vectors
hold a distinguished position among tensors — indeed, tensors must be defined in terms of vectors. The reason
for their importance is that, while tensors are those objects that transform linearly and homogeneously under
a given set of transformations, we require vectors in order to define the action of the symmetry in the first
place. Thus, vectors cannot be defined in terms of their transformations.

In the next subsection, we provide an axiomatic, algebraic definition of vectors. Then we show how to
associate two distinct vector spaces with points of a manifold. Somewhat paradoxically, one of these vector
spaces is called the space of vectors while the other is called the space of 1 -forms. Fortunately, the existence
of a metric on the manifold allows us to relate these two spaces in a 1-1, onto way. Moreover, the metric
allows us to define an inner product on each of the two vectors spaces. Therefore, we discuss the properties
of metrics in some detail.

After the geometric description of vectors and forms, we turn to transformations of vectors. Using the
action of a group on a vector space to define a linear representation of the group, we are finally able to define
outer products of vectors and give a general definition of tensors in terms of their transformation properties.

4.2.1 Vectors as algebraic objects

Alternatively, we can define vectors algebraically. Briefly, a vector space is defined as a set of objects,
V = {v}, together with a field F of numbers (general R or C') which form a commutative group under
addition and permit scalar multiplication. The scalar multiplication must satisfy distributive laws.

More concretely, being a group under addition guarantees the following:
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1. V is closed under addition. If u,v are any two elements of V, then u 4+ v is also an element of V.
2. There exists an additive identity, which we call the zero vector, 0.

3. For each element v of V there is an additive inverse to v. We call this element (—v).

4. Vector addition is associative, w + (u+ v) = (w+u) +v

In addition, addition is commutative, u 4+ v = v 4+ u.
The scalar multiplication satisfies:

1. Closure: av is in V whenever v is in V' and a is in F.

2. Scalar identity: 1v=v

3. Scalar and vector zero: Ov = 0 for all v in V and a0 = 0 for all ¢ in F.
4. Distributive 1: (a +b)v = av + bv

5. Distributive 2: a (u+ v) = au + av

6. Associativity: (ab)v = a (bv)

All of the familiar properties of vectors follow from these. An important example is the existence of a basis
for any finite dimensional vectors space. We prove this in several steps as follows.

First, define linear dependence. A set of vectors {v; |i=1,...,n} is linearly dependent if there exist
numbers {a; | i =1,...,n}, not all of which are zero, such that the sum a;v; vanishes,
a;V; = 0

As set of vectors is linearly independent if it is not dependent. Now suppose there exists a maximal linearly
independent set of vectors. By this we mean that there exists some finite number n, such that we can find
one or more linearly independent sets containing n vectors, but there do not exist any linearly independent
sets containing n 4 1 vectors. Then we say that n is the dimension of the vector space.

In an n-dimensional vector space, and collection of n independent vectors is called a basis. Suppose we

have a basis,
B:{Vi|i:1,...,n}

Then, since every set with n + 1 elements is linearly dependent, the set
{u}uB={u,v;|i=1,...,n}

is dependent, where u is any nonzero vector in V. Therefore, there exist numbers a;, b, not all zero, such
that
bu+a;v; =0

Now suppose b = 0. Then we have a linear combination of the v; that vanishes, a;v; = 0, contrary to our
assumption that they form a basis. Therefore, b is nonzero, and we can divide by it. Adding the inverse to

the sum a;v; we can write
1

u=—-aq;V;
b

This shows that every vector in a finite dimensional vector space V' can be written as a linear combination
of the vectors in any basis. The numbers u; = — 9 are called the components of the vector u in the basis B.
Prove that two vectors are equal if and only if their components are equal.
Notice that we have chosen to write the labels on the basis vectors as subscripts, while we write the
components of a vector as superscripts. This choice is arbitrary, but leads to considerable convenience later.

Therefore, we will carefully maintain these positions in what follows.
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Often vector spaces are given an inner product. An inner product on a vector space is a symmetric
bilinear mapping from pairs of vectors to the relevant field, F,

g:VxV—=F

Here the Cartesian product V' x V means the set of all ordered pairs of vectors, (u,v), and bilinear means
that g is linear in each of its two arguments. Symmetric means that g (u,v) = g (v,u).
There are a number of important consequences of inner products.
Suppose we have an inner product which gives a nonnegative real number whenever the two vectors it
acts on are identical:
g(v,v)=5>>0

where the equal sign holds if and only if v is the zero vector. Then g is a norm or metric on V — it provides
a notion of length for each vector. If the inner product satisfies the triangle inequality,

gu+v,u+v)<g(uu)+g(v,v)
then we can also define angles between vectors, via

g (u,v)
g (ua u)g (V7 V)

cosf =

If the number s is real, but not necessarily positive, then g is called a pseudo-norm or a pseudo-metric. We
will need to use a pseudo-metric when we study relativity.
If {v;} is a basis, then we can write the inner product of any two vectors as

gu,v) = g (aivi,ijj)

= aibjg (Viv Vj)

so if we know how g acts on the basis vectors, we know how it acts on any pair of vectors. We can summarize
this knowledge by defining the matrix
9ij = 9 (Vi, vj)

Now, we can write the inner product of any two vectors as
g(u,v) =d'g;;b/ = g;ja't!

It’s OK to think of this as sandwiching the metric, g;;, between a row vector a’ on the left and a column
vector &’ on the right. However, index notation is more powerful than the notions of row and column vectors,
and in the long run it is more convenient to just note which sums are required. A great deal of computation
can be accomplished without actually carrying out sums. We will discuss inner products in more detail in
later Sections.

4.2.2 Vectors in space

In order to work with vectors in physics, it is most useful to think of them as geometric objects. This
approach allows us to associate one or more vector spaces with each point of a manifold, which in turn will
allow us to discuss motion and the time evolution of physical properties.

Since there are spaces — for example, the spacetimes of general relativity or on the surface of a sphere —
where we want to talk about vectors but can’t draw them as arrows because the space is curved, we need a
more general, abstract definition. To define vectors, we need three things:

1. A manifold, M, that is, a topological space which in a small enough region looks like a small piece of
R™. Manifolds include the Euclidean spaces, R™, but also things like the 2-dimensional surface of a
sphere or a doughnut or a saddle.
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2. Functions on M. A function on a manifold assigns a number to each point of the space.

3. Curves on the space. A curve is a mapping from the reals into the space. Such maps don’t have to be
continuous or differentiable in general, but we are interested in the case where they are. If M is our
space and we have a curve C' : R — M, then for any real number A, C' (\) is a point of M. Changing
) moves us smoothly along the curve in M. If we have coordinates z* for M we can specify the curve
by giving z ¢ (\). For example, (6 ()\), ¢ (\)) describes a curve on the surface of a sphere.

Given a space together with functions and curves, there are two ways to associated a space of vectors
with each point. We will call these two spaces forms and vectors, respectively, even though both are vector
spaces in the algebraic sense. The existence of two distinct vector spaces associated with a manifold leads
us to introduce some new notation. From now on, vectors from the space of vectors will have components
written with a raised index, v?, while the components of forms will be written with the index lowered, w;.
The convention is natural if we begin by writing the indices on coordinates in the raised position and think
of a derivative with respect to the coordinates as having the index in the lowered position. The benefits of
this convention will quickly become evident. As an additional aid to keeping track of which vector space we
mean, whenever practical we will name forms with Greek letters and vectors with Latin letters.

The definitions are as follows:

A form is defined for each function as a linear mapping from curves into the reals. The vector space of
forms is denoted V..

A vector is defined for each curve as a linear mapping from functions into the reals. The vector space of
vectors is denoted V*.

Here’s how it works. For a form, start with a function and think of the form, wy, as the differential of
the function, wy = df. Thus, for each function we have a form. The form is defined as a linear mapping on
curves, wy : f — R. We can think of the linear mapping as integration along the curve C, so

ws(C) = /C df = £(C (1) — £(C(0))

In coordinates, we know that df is just

aof .
df = ——dx’
! oz "
If we restrict the differentials dz’ to lie along the curve C, we have
of dx’
V=i ax ™

We can think of the coordinate differentials dz’ as a basis, and the partial derivatives ggi as the components
of the vector wy.Formal definition of forms.

This argument shows that integrals of the differentials of functions are forms, but the converse is also
true — any linear mapping from curves to the reals may be written as the integral of the differential of a
function. The proof is as follows. Let ¢ be a linear map from differentiable curves to the reals, and let the
curve C be parameterized by s € [0,1]. Break C into N pieces, C;, parameterized by s € [5E, %], for
1 =1,2,...N. By linearity, ¢ (C) is given by

By the differentiability (hence continuity) of ¢, we know that ¢ (C;) maps C; to a bounded interval in R,
say, (a;,b;), of length |b; — a;| . As we increase N, each of the numbers |b; — a;| tends monotonically to zero
so that the value of ¢ (C;) approaches arbitrarily close to the value a;. We may therefore express ¢ (C') by

N

¢(C) = lim Y ¢(C)

N —o00 4
i=1
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N @
N—o00 4 |bZ — ai|
=1

where ds replaces limpy_ o % Notice that as N becomes large, a; becomes small, since the average value of

o (C;) is % The normalized expression
a;

|bi — ail
therefore remains of order ¢ (C') and we may define a function f (s) as the piecewise continuous function
a; i—1 1
$i) =7, SiE€ |~V
Fle) [bi —ail” [N N}

Then f (s) becomes smooth in the limit as N — oo, and ¢ (C) is given by

6(0)= [ £(5)ds

The fundamental theorem of calculus now show that if we let F' = [ f (s)ds, then

qS(C):/CdF

so that the linear map on curves is the integral of a differential.

For vectors, we start with the curve and think of the corresponding vector as the tangent to the curve.
But this “tangent vector” isn’t an intrinsic object — straight arrows don’t fit into curved spaces. So for each
curve we define a vector as a linear map from functions to the reals — the directional derivative of f along
the curve C. The directional derivative can be defined just using C (\) :

_ o SN = F(C(N))
v(f) = 51;310 oA

It is straightforward to show that the set of directional derivatives forms a vector space. In coordinates,
we’re used to thinking of the directional derivative as just

v-Vf
and this is just right if we replace v by the tangent vector, %\i :
dzt Of
o= o

We can abstract v as the differential operator

dzt 9
v = -
d\ Ox*
and think of ‘fi—"’f\i as the components of v and a?:i as a set of basis vectors.

For both forms and vectors, the linear character of integration and differentiation guarantee the algebraic
properties of vector spaces, while the usual chain rule applied to the basis vectors,

i oz’
dz* = PG y
o _ o
ort Ozt oyk
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together with the coordinate invariance of the formal symbols w and v, shows that the components of w and
v transform to a new coordinate system y* (xk) according to

o dfyk B oYk dx™ oy*

X ozm dh oz’
) o  ork o ouk

W= G oo oyt

m

Since the Jacobian matrix, J* and its inverse are given by

m?

oy*

JF = =
m Oz

Tk _ oxk

we can write the transformation laws for vectors and forms as

o= g ™ (18)

Oe = T (19)

In general, any object which transforms according to eq.(18 ) is called contravariant, while any object which
transforms according to eq.(19) is called covariant. There are two uses of the word covariant — here the
term refers to transformation with the inverse Jacobian matrix, but the term is also used generically to
refer to tensors. Thus, any object which transforms linearly under a group action may be said to transform
covariantly under the group. The context usually makes clear which meaning is intended.

The geometric approach taken here shows that, corresponding to the two types of transformation there
are two types of geometric object. Both of these are familiar from vector calculus — the vectors that are used
in introductory physics and denoted by arrows, ¥V are vectors, while differentials of functions, df, are forms.
We shall show below that we can pass from one type to the other whenever our space has one other bit of
structure: a metric.

Prove that
Jk _ dy*
m Oz
Tk _ oxk

are actually inverse to one another.

Prove that the set of directional derivatives satisfies the algebraic definition of a vector space.

Prove that the set of forms satisfies the algebraic definition of a vector space.

There is a natural duality between the coordinate basis for vectors and the coordinate basis for forms.
We define the bracket between the respective basis vectors by

0 % 7

This induces a linear map from V* x V, into the reals,
(,):V*xV,—>R

given by



_ o
= vw; <axj,dx >

= vw;o;

= 2wy

If we pick a particular vector v, then (v, ) is a linear mapping from forms to the reals. Since there is exactly
one linear map for each vector v, it is possible to define the space of vectors V* as the set of linear mappings
on forms. The situation is symmetric — we might also choose to define forms as the linear maps on vectors.
However, both vectors and forms have intrinsic geometric definitions, independently of one another.

Notice that all of the sums in this section involve one raised and one lowered index. This must always
be the case, because this is the only type of “inner product” that is invariant. For example, notice that if we
transform between (0,&) and (v, w) the bracket is invariant:

(ﬁ,w} = 172(:11
(Ji mvm) (j" iwn)
= JJ o 0Mw,

o v wh,

= v"w,

= <’U7w>
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4.3 The metric

We have already introduced the metric as a line element, giving the distance between infinitesimally separated
points on a manifold. This definition may be used to define an inner product on vectors and forms as well.

4.3.1 The inner product of vectors

Recall the geometric definition of a vector v as the differential operator

dzt 0
v= .
dX Ox*
with components %\i and % as a set of basis vectors. Then rewriting the form

ds? = Gij daz'da’

as
dx® da’
2 I hatadiecadi 2
ds 9 g5 axn P
ds\? dx® da’
(d)\> = 9 gy v (20)

shows us that g;; provides a norm on vectors. Formally, ¢ is linear map from a vector into the reals,
g:A—R
where )
_dx*(\) 0
- d\ 0

We generalize this to arbitrary pairs of vectors as follows.
Let A,B € V* be vectors, defined as tangent operators on curves z* (\),z" (o) at a point, P, on a
manifold, so that

P

dxt (\) 0

A = y
ax  Ox'|p

B - dz (o) 8_
do 0x'|p

An inner product on the space of vectors at a point on a manifold is a symmetric, bilinear mapping
g:(A,B)— R

The linearity of g on each vector allows us to fully specify the mapping by its effect on the basis. Setting

dx |p
do |p
we have
.0 .0
A B = A'— Bl —
9(A,B) g( Oxt’ 8:1:])

oy g 0
= *BI .
A'B g(@x”@ﬂ)
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Now, defining
g 0
9ij =9 (axi’ c’)aﬂ)

g(A,B) = A'Blg;;

the inner product becomes

When the two vectors are the same, we recover eq.(20).

4.3.2 Duality and linear maps on vectors

We may always define a duality relationship between vectors and forms. Starting with the coordinate basis,
%, for vectors and the corresponding coordinate basis, dz?, for forms, we define a linear bracket relation

by
8 7 )
<3xj’dx > :6j

Now suppose the space of vectors, V* is given an arbitrary set of basis vectors, e;. We define the basis dual

toe; b
0 e; by <ej,ei>:5;

Since each basis set can be expanded in terms of a coordinate basis,

<ej 7”—8am,en id:c"> = 6{
x

we may use linearity to find

It follows that the matrix e, ? giving the form basis in terms of the coordinate differentials is inverse to the
matrix giving the dual basis for vectors.
Now consider an arbitrary vector, v € V* and form, w € V,. The duality relation becomes a map,

(v,w) = (Vejwe')
iji <ej, ei>
ijiéj-

= v'w;

Using this map together with the metric, we define a unique 1-1 relationship between vectors and forms. Let
w be an arbitrary vector. The 1 -form w corresponding to w is defined by demanding

g(v,w) = (v,w) (21)
for all vectors v € V*. In components this relationship becomes
gijv'w’ = v'w;
In order for this to hold for all vectors v?, the components of the form w must be related to those of w by

w; = gijw’

50



Formally, we are treating the map
g: (V*,V*)—>R

as a mapping from V* to R by leaving one slot empty:
gw,"): V¥ =R

The duality relation may therefore be viewed as a 1-1 correspondence between 1-forms and linear maps on
vectors.

The mapping between vectors and forms allows us to apply the metric directly to forms. Let u and v be
any two vectors, and u and v the corresponding forms. We then define

g9 (pv) =g (u,v)
Making use of linearity, we find components
glp,v) = g (/Jieiavjej) = MiV59 (ei, ej)
g(u,v) = g (ulei,vjej) =u'v'g;;
Now equating these and using the relationship between vectors and forms,
gikukgjwlg (ei, ej) = Ukvlgkz
Since this must hold for arbitrary ©* and v™, it must be that
9ikgj19 (ei7 ej) = Gkl
We now define g/ to be the inverse of g;;, -
97 =971,
This bit of notation will prove extremely useful. Notice that g;; is the only matrix whose inverse is given
this special notation. It allows us to write

99 gk = 0} = grjg’"

and, as we shall see, makes the relationship between forms and vectors quite transparent. Continuing, we
multiply both sides of our expression by two inverse metrics:

9" g" gingng (e e?) = g™ g g
07679 (e’ €7) = g™*op
g(eme") = gm"

This establishes the action of the metric on the basis. The inner product of two arbitrary 1-forms follows
immediately:

9 (1, v) = pivsg (e',e’) = " piv;
In summary, we have established a 1-1 relationship between vectors and forms,
g(v,w)=(v,a)
and a corresponding correspondence of inner products,
g (p,v)=g(u,v)
where the component form of the duality relation is

(v,w) = v'w;
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In components, these relations imply

wl — gzj wj‘
wip = giyw
(w,v) = urvlg
g(pwv) = g“wv;
Show that
wt = gljwj'
wi = gijw’

are consistent by substituting one into the other and simplifying.
Suppose the components of a certain vector field in polar coordinates are given by v* = (psin ¢, — cos @) .
Find the components of the corresponding form, v;. What is the duality invariant, (v, v)? What is the norm,

g(v,v)?

The relationship between vectors and forms leads us to a modification of the Einstein summation con-
vention. We now modifiy it to say that whenever an index is repeated, once up and once down, we perform
a sum. This still leads to equations with some doubled indices and some free indices, such as

Tij’l)j = Wj
but we will no longer write
Tijvj = Wj

The point is that the first expression is a relationship between vectors while the second is not. To see why,
transform to a different coordinate system. In both cases the right hand side transforms as

ox™
ay™

Om = Wp,

The left hand side of the first transforms in the same way, because

- . 0z Oxd & Oy
Tnn0" = (T” ay™ 8y”> (“ aw)

ozt [ 0xI Oy™
_ U Sl il
= T gy (ayn ax'f)

oxt
= T’ij Uk Bym
ox't
ay™

s
= (Tyv®)
However, the second expression is not tensorial because in the new system the left hand side is
- Ozt Ox7 ok
frntn = <Tij oy 8y”> <vk 3y”>

ozt [ Oxd OxF
= T.oF il
ijV 8ym (ayn 8yn )

which is not related in any simple way to T;;v;.
Since every form now corresponds to a vector and vice versa, we will usually give corresponding vectors
and forms similar names:

vto= g,

v = gz‘jUJ
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When we do this, the only distinction between forms and vectors is the position of the index. We can “raise”
and “lower” free indices in any equation by using the inverse metric and the metric. Let’s look at the torque
equation for an example. The angular momentum is the inner product of the moment of inertia tensor
with the angular velocity, so the equation requires a metric (in the previous section we assumed Cartesian
coordinates, so the metric was just the identity matrix). Therefore we have

L'=TVgwh =T "
where we have used the metric to lower the second index on I*7. Then

. d .
Nt = (Tt wk
dt ( k )
dw®
Rt
where we assume the moment of inertia is constant in time. If we multiply the entire equation by ¢, it
becomes

[i

. . dwk
miNl = mi—[z
g g kgt
dwk
Ny = g
Mt

The two forms of the equation are completely equivalent since we can always return the indices to their
original positions. The same principles work with each index of any tensor, regardless of the rank. For
example, if we have a tensor of type (g) with components T ,, ™" we can convert it to a tensor of type

(g) by raising any of the indices k,[ or o:

Tijs mn _ gsk;Tij mn

l o kl o

Tij smn _ gslTij mn
k o kl o

17 mns _ sort] mn
T = 9Ty 0

Notice that it is important to preserve the order of the indices, regardless of whether the position is raised
or lowered.
Show that v'w; = v;w’.
The examples of Section (2.2) are now correctly written as
Tijkvjwk +w; = Sijuj

This now represents a relationship between certain 1-forms. Rewrite the expression as a relationship between
vectors.
4.3.3 Orthonormal frames

When dealing with vectors or forms, it is almost always simpler to choose a basis which is orthonormal.

Like the Cartesian (i,j, 12) , the familiar reference frames of classical mechanics — spherical (f', 5, @) or polar

(ﬁ, P, R) , for example — are orthonormal.

First, note that the matrices defining a given basis in terms of the coordinate basis are related to the
form of the metric in that basis, for we have

gi; = gl(eie))
0 0

= e e " (G )
m

— n
= ¢ "e; "gmn
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This relationship is of particular importance when we define an orthornormal basis.
Now we establish that we can always pick a pseudo-orthonormal basis. Since g, is by definition a
symmetric matrix, it is diagonalizable. Let E,, be a basis in which g,,, is diagonal, so that

9 (Em, En) = gmn = diag (a1, a9, .. .,aq)
Then, since g, is invertible, none of the a; vanish and we can define
1
Vail

Then the norm of each e; is either +1 or —1, and the inner product takes the form

E;

€;, =

1

Nab = g (€as€p) = 1

-1

where there are p positive and ¢ negative elements, with p + ¢ = d. We will reserve the symbol 7, for such
orthonormal frames, and will distinguish two kinds of indices. Letters from the beginning of the alphabet,
a, b, c,...will refer to an orthonormal basis, while letters from the middle of the alphabet, ¢, j, k, . .. will refer
to a coordinate basis.
The relationship between an orthonormal frame (or pseudo-orthonormal if ¢ is nonzero) and a coordinate

frame therefore appear as

m_9_
@ Qxm

The form basis dual to an orthonormal vector basis is given by

g =€

e’ =¢ *dz™

m
Furthermore, we have the relations
I9mn = €, aen bnab
Nab = €, "€ "gmn (22)

Prove eqs(22).
Let ¢g™" denote the inverse to gy, so that g™ g, = 6 . Similarly, let 7%° be inverse to 7,5. Show that

mn  __ ab m n
g = N €, €p
ab a b_mn
n = €n €y, g

The polar basis vectors (ﬁ, P, ﬁ) form an orthonormal set, and since the line element is

ds? = dp® + p*dp? + dz?

the metric in polar coordinates is

Imn = P
1. Find the inverse metric.
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2. Express the orthonormal basis e* = (;3, P, ﬁ) in terms of the coordinate basis (8@’ a@,
0> D¢

@‘QJ
~—

z

The inverse metric is

1
gmn _ p%
1
The orthonormal basis, e,, is related to the orthonormal basis % by
e m_9d
a=¢e Mo
ox™
where
,rlabea meb n _ mn
1
nab _ 1
1
Therefore, we may choose
1
e, = %
1
so that
e m_9
= (& _—
“ ¢ Oxm
~ o)
p 1 9
5 _ 1 5
v - p @
k 1 5=
and therefore
A
. 10
Y = —5
pOp
N 0
k = —
0z

The spherical basis vectors (f‘, 4, gZJ) form an orthonormal set, and since the line element is
ds? = dr? + r2d6* + r%sin? 0 dy?

the metric in polar coordinates is

r2sin? 0

1. Find the inverse metric.

2. Express the orthonormal basis e* = (f‘, 0, gﬁ) in terms of the coordinate basis (%, %, %).
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4.4 Group representations

One important way to understand tensors is through their transformation properties. Indeed, we will define
tensors to be the set of objects which transform linearly and homogeneously under a given set of transforma-
tions. Thus, to understand tensors, we need to understand transformations, and in particular, transformation
groups. The most important transformation groups are the Lie groups. To specify how a Lie group acts on
tensors, we first define a linear representation of a Lie group. Such a representation requires a vector space.

To understand the idea of a representation, note that there are many ways to write any given Lie group.
For example, the group of translations in 1-dim may be written as

g(a) =exp (a;;)

because when we act on an arbitrary function of x, g (a) just gives the Taylor series for f (z 4+ a) expanded
about f () :

9@ (@) = exp (j;)f
- > 8w

n=0

= fle+a)

In particular, the Taylor series for the action of g on x has only two terms,

e = oo(a)s

= x+a

But we have already seen a quite different representation for tranlations. Representing a point on the real
line by a pair

the group elements take the form

s@=(" 1)
s (1)-("1")

When considering tensors, we will use only linear representations of Lie groups. A linear representation
of a group is a vector space upon which the group acts. Be aware that vector spaces can take surprising
forms — both of the examples above for the translations are linear representations. The difference is that
the first vector space is a function space, whereas the second is a 2-dim vector space. Thus, different vector
space give rise to different representations.

Once we choose a vector space on which a group acts, the form of the group elements is fixed. Thus, if
we choose a function space as the representation and demand that

so that

gla)zr=z+a (23)

then the form of g (a) is determined. To see how, notice that we may rewrite the right side of eq.(23) as
(1+ei)
r+a = l+a— )=z
dz
e a d x
= X _
P\ "z
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By constrast, suppose we know that g (a) is to act on a 2 -vector according to

o(1)=(71°)

Once again the form of ¢ is immediately determined. A systematic development of a technique for finding
group elements from their representations will be given in a later section.

In general, suppose we have a finite dimensional linear representation, V. Then for any vector v € V|
group elements will act linearly to give another element, w, of V' :

w=g(v)
If we expand v and w in a basis e;, then using linearity
wle; = g (viei)
= v'g(e)
so the form of g is determined by its action on the basis vectors. By closure, this action must be another
vector, and therefore expressible in terms of the basis vectors,

gle)) = u
= U’
= eg

Now the action of g on a general vector is given by

wiei = g (viei)
= v'g(e;)
= “iejgj i
or simply the matrix transformation ‘ o
wl =g’ 0

Finite linear representations of Lie groups therefore have matrix representations.
Notice that there are also nonlinear representations of Lie groups. For example, the set of fractional linear
transformations of the complex numbers (including a point at infinity) have the nonlinear representation

az+b
cz+d

which includes, among other things, inversions.

4.5 Tensors

There is a great deal that is new in the notation we have just introduced, and the reader may wonder why
we need these tools. Certainly there is a great deal of power in being able to use any coordinates, but we
could probably figure out the expressions we need on a case by case basis. However, there are some deeper
things going on. First, we are gaining access to new objects — we introduced the moment of inertia tensor
and the metric tensor, and in time will introduce other tensors of even higher rank. Without these tools,
these new objects won’t make much sense, even though the objects directly describe physical properties of
material bodies.

But there is a more important reason for learning these techniques. Over the last 50 years, symmetry
has come to play a central role in understanding the fundamental interactions of nature and the most basic
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constituents of matter. In order to study these particles and interactions, we need to work with objects
that transform in a simple way under the relevant symmetry. Thus, if we want to use the group SU(2) to
study the weak interaction, we need to be able to write down SU(2) invariant quantities in a systematic
way. Similarly, if we want to study special relativity, we need to work with Lorentz tensors — that is, objects
which transform linearly and homogeneously under Lorentz transformations. Knowing these, we can easily
construct objects which are Lorentz invariant using the 4 -dimensional equivalent of the three dimensional
dot product. Such invariants will be the same for all observers, so we won’t need to worry about actually
doing Lorentz transformations. We will have formulated the physics in terms of quantities that can be
calculated in any frame of reference.

We are now in a position to develop tensors of arbitrary rank (0,1,2,...) and type (form, vector). We
accomplish this by taking outer products of vectors and forms. Given two vectors u and v we can define
their (linear) outer product,

uRv

If we think of u and v as directional derivatives along curves parameterized by A and 7 respectively, then
we can let the outer product act on a pair of functions (f, g) to get

_df dg
so the product is a doubly linear operator,
oy Lo d
BEVED T dar

We can also expand in a basis and think of the product as a matrix,
M = u®v
= uie; ®e;

with components | o
M]" = u'o?

This is just what we would get if we took a column-row product:

Ul ’ILlUl U1U2 Ul’US
U2 (’Ul, '[}2,’03) = U2U1 U2U2 u2v3
U3 U3U1 US’U2 ’l,Lg’U3

Of course, the most general 3 x 3 matrix cannot be written as u’v7 since there are not enough degrees of
freedom. We can fix this by taking linear combinations. To see what this means, we examine the basis
elements.

Consider the basis elements, e; ® e;. These are regarded as formally independent, and they may be
written as a basis for matrices. If we choose an orthonormal basis with

1 0 0
e = 0 ,€e9 = 1 ,e3 = 0
0 0 1
then we can think of the products as
1 0 0
e ®e; = 0 0 O
0 0 O
0 1 0
e1®ey = 0 0 O
0 0 O
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and so on so that e; ® e; has a 1 in the it" row and the j*" column and zeros everywhere else. Linear
combinations of these clearly give every possible 3 x 3 matrix. Because the outer product is linear, we can
add two or more of these matrices together,

M = u®v+wxRs+...
= (uivj+wisj+...)ei® €;

= [M]” e e;

Since the nine matrices e; ® e; form a basis for all matrices, it is clear that by adding together enough outer
products of vectors we can construct any matrix we like.

Show that the set of all matrices, M = {M}, forms a vector space. What is the dimension of M?

The vector space M is the space of second rank tensors. To prove this we must show that they transform
linearly and homogeneously under coordinate transformations. They do because they are built linearly from
vectors.

Let M be expanded in a coordinate basis,

0 0

M= M"Y — @ —
M] 6361@8333

Treating M as invariant, show that the components of M transform with two factors of the Jacobian matrix,
i.e;,
Lyid .
[M} —Ji i M
We can continue taking outer products to form rank-n tensors by taking sums of products of n vectors:

T=u11 0w ®...0Uu, +ViI®Ve®...0V, +...

In order to keep track of the rank of tensors, we can use abstract index notation, putting a lower case latin
index on T for each rank. A rank-n tensor will have n labels

Talagu.an

Keep in mind that these are labels, not indices: T?1%2:- ig the same (invariant) object as T, but with a
bit of extra information attached. By looking at the labels we immediately know that T¢*%2-%» is n-times
contravariant.

Alternatively, we can write the components of T in any basis we choose. These are written using letters
from further down the alphabet, or a different alphabet altogether,

Tmme.my

Since these objects are components in a particular basis, and therefore change when we change the basis.
The relationship between the notations is evident if we write

Toraz-an Tmlm”“m"eml ® €my R ® em,

Usually one or the other form is being used at a time, so little confusion occurs. Each value of each m; gives
a different component of the tensor, so in 3-dimensions a rank-n tensor will have 3" different components.

We will not use abstract index notation outside of this section of this book, for two reasons. First, it
is unnecessarily formal for an introductory work. There are numerous differential geometry and general
relativity books that use the convention throughout, so that the interested reader can easily learn to use it
elsewhere. Second, we use early-alphabet and middle-alphabet letters to distinguish between orthonormal
and coordinate bases — a different distinction that will be more important for our purposes. This convention
will be introduced in our discussion of differential forms.
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When working with vector and forms together, we can take arbitrary outer products of both:

T = 11w ®...Q0u,
+V1®1,Z)2®...®Vn+...

Notice that any alternation of vectors and forms must always occur in the same order. In this example, the
second position is always a form. When forms are present, the corresponding labels or indices of T will be
written as subscripts to indicate that they are in a form basis. We need to keep the horizontal spacing of
the indices fixed so we don’t lose track of which position the forms occur in. Thus,

Ta1 as...an Tml

s o 3 nem1®e 2®em3®"'®emn

If we have a metric, so that forms and vectors correspond to the same object, we can raise and lower any
indices we like on any tensor. For example, formally,

Tabc...d _ gbeTaec‘..d
...h
Tabc...d = 8ae8bfLcq--- gthefg
or in components
Tm;n m3...Mp, — gmnTmlnmgu.mn

In general, the abstract indices are moved about in the same way as coordinate indices. This is only confusing
for a while.

The most general tensors have m contravariant and n covariant labels or indices. They are of type ('s),
and may be regarded as multilinear mappings from n functions and m curves to the reals. They transform
with m copies of the Jacobian matrix and n copies of its inverse.

The space of tensors of all ranks is generally large enough to encompass our needs for physical quan-
tities. Tensors themselves are not measurable directly because their components change when we change
coordinates. But, like the length of a vector, we can form truly invariant combinations. Making invariant
combinations is easy because tensors transform covariantly. This is a different use of the word covariant!
All we mean here is that tensors, of any type and rank, transform linearly and homogeneously under coor-
dinate transformations. Because of this, whenever we form a sum between a form-type tensor index and a
vector-type index, the “dummy” indices no longer transform — the Jacobian of one dummy index cancels the
inverse Jacobian of the other. Therefore, any inner products of tensors transform according to the number
of free indices. To form an invariant quantity — one capable of physical measurement — we only need to
produce an expression with no free indices. For example, the rotational kinetic energy

— 2Tt
T—waw

is coordinate invariant because it has no free indices. Any exotic combination will do. Thus,

Tijkmnvmjijn i
is coordinate invariant, and, in principal, measurable.

We also consider (’S)tensors which have m contravariant and n covariant indices, in some specified order.
Notice how the convention for index placement corresponds to the tensor type. When dealing with mixed
tensors, it is important to exactly maintain index order: 7% , ¢ is a different object than 7%¢ !

By having tensors at hand, it becomes easy to form quantities which, like the dot product, are invariant
under a set of transformations. It is these invariant quantities that must constitute our physical theory,
because physical quantities cannot depend on our choice of coordinates.Inner products and norms.

The tensors we have discussed here are covariant with respect to the diffeomorphism group in 3 dimen-
sions. Evaluated at any point, such a transformation is a general linear transformation, hence an element of
the Lie group GL (3). However, we may define other objects where the relevant transformations are given
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by a Lie group. In the next sections, for example, we will consider orthonormal bases for vectors and forms.
By placing this restriction on the allowed bases, we restrict the allowed transformations to orthogonal group,
SO (3) . Numerous other choices have physical application as well.

Part 11
Motion: Lagrangian mechanics

Starting our investigation with our immediate perceptions of the world, we chose to model the world with a
3-dimensional space, with a universal time. In order to guarantee that the physical properties of an object do
not depend on the absolute position or orientation of the object, we asked for the space to be homogeneous
and isotropic. This led us to construct space from the Euclidean group of translations and rotations. To be
able to describe uniform motion in the resulting space, we developed the tools of variational calculus. The
result was the generalized Euler-Lagrange equation. We now turn to a systematic study of the generalized
Euler-Lagrange equation, eq.(15), as a description of motion in Euclidean 3-space. In this chapter we explore
some of the properties of Lagrangian systems which depend only on certain general properties of the action
functional.

According to the claims of the previous chapters, in order for the Euler-Lagrangian equation to have
physical content, it must be a tensor. It may seem to be sufficient for it to be a tensor with respect to the
Euclidean group, since that is the symmetry of our chosen arena. But remember that we also need to avoid
any dependence on our choice of coordinates — the laws of motion should not depend on how we label points.
For this reason, it is very important that our description of motion be covariant with respect to the full
diffeomorphism group.

Once we have established the tensor character of the FEuler-Lagrange equation, we turn to the idea of
symmetry. Defining symmetry as an invariance of the action, we prove the Noether theorem — for every
continuous symmetry of a Lagrangian system, we can find a corresponding conserved quantity. We then
study a number of common symmetries and their corresponding conservation laws. Because the generalized
FEuler-Lagrange equation conceals as much as it reveals about these conservation laws, we begin with a
restricted class of Lagrangians — those which depend only on the path, 2’ (¢), and its first time derivative,
the velocity v* = 4. Then, for completeness, we extend some of the results to general Lagrangians.

5 Covariance of the Euler-Lagrangian equation

We begin with the symmetry of sets of variational equations. Suppose we have a functional S, expressed as
an integral along a curve, C' = x*(t) :

S[x(t)]:/CL(x,)'(,...)dt

The function L is called the Lagrangian. Suppose further that the Lagrangian L depends only on x, %
and ¢, but not higher derivatives. Then the generalized Euler-Lagrange equation, eq.(15), reduces to the

Euler-Lagrange equation,
oL d (0L
(== = 24
ork  dt <8i"f) 0 24)

Now consider a general change of coordinates, ¢* = ¢*(x) and its inverse, 2* = x%(q). How does the equation
of motion change? We find

Six(a(t).1) = /C L (x (a, ), % (a6, 1)) dt
= /L(q,q,t)dt
C
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so the action may now be treated as a functional of the new coordinate. We wish to find the relationship
between the Euler-Lagrange equation for 2% () and the Euler-Lagrange equation for ¢° (¢) .

Consider the variational equation for ¢, computed in two ways. First, we may immediately write the
Euler-Lagrange equation, eq.(15) by varying S [q (¢)]. Following the usual steps,

6/L<q,q,t>dt

oL oL
A ok
~ / L _d (0L,

dropping the surface term in the final step, since the variation is taken to vanish at the endpoints. Now
compare what we get by varying S [ x (¢* (t),t)] with respect to ¢’ (t):

08

0 =
- 5/ X (q,q,t))dt
OL 9z% _, 0L 9i* _, 0L 9i*_, OL daF _,

o2F o °L T oir 9g % T aak 0g °1 T 0k o

Since 2’ is a function of ¢/ and t only, f = 0 and the last term vanishes. Expanding the velocity, &
explicitly, we have:

)

so that, differentiating,
ik B ox*
gt g

Finally, we differentiate eq.(25) for the velocity with respect to ¢* :

otk 02k . 02k

g agog L T agon

o [(oxzF\ .. 0 0Lk
¢l \ 0¢ ot Oqt

i oz*
dt ¢

Substituting, the variation now reduces to

0 = 4§
B / 87L8xk5i+8ljd Ox* n 8L8x
= Jo\oak ag °T T ik ar \ agi T 9k ag

/<9Laxk+aLd OrtY oo A (DL
o \0zF At OzF dt dt \ 9% dq' ¢ surjace term
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B oL oz% d [ OL\ 0x* 5

N /c(aff’“aqi_dt(ai’“> 3qi> !
oL d (DL ok,
/c(ax"’_dt(aﬂb’“)) g

We can now write 65 in either of two ways:

oL d (0L ;
55‘/c<aqi‘dt<aqi>>5th

oL d (9L oz* _,
‘55—/0(&&‘&(%))%@“

Since the coefficient of §¢° must be the same whichever way we write the variation, this means that the
Euler-Lagrange equation transforms as

or

oL d (0L _ (0L d (oL))os
Oqt  dt \ ¢’  \ozk dt \ oik oq’
— 87[’ _ i 87[/ Jk
— \ozF dt \oi* ’
where the matrix J* = %zk is just the Jacobian matrix of a general coordinate transformation. The Euler-

Lagrange equation is therefore covariant with respect to the diffeomorphism group.

Let L be a function of 2° (¢) and its first and second derivatives and consider an arbitrary diffeomorphism,
x' = 2% (q(t),t) Repeat the preceeding calculation, considering variations, ¢*, which vanish at the endpoints
of the motion, together with their first time derivative,

to show that the generalized Euler-Lagrange equation is a diffeomorphism group tensor.
Hint. Differentiate

daxk
koo aTr
T Ta
oxF . 0z
T (26)
again to find
di*
ko ar
T T
_d (ot ot
S dt 8qiq ot
_ OaF iy Pk i %k ,i+82x’“
= 9¢ ! Toagag T T agat? T o

k

from which we can easily find the partial derivatives, of 2¥, ¥, #* with respect to ¢™,¢™ and ¢™. It is also

useful to show by expanding in partial derivatives that

dont_oit
dt 9gm  Ogm

The remainder of the problem is straightforward, but challenging.
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6 Symmetries and the Euler-Lagrange equation

There are important general properties of Euler-Lagrange systems based on the symmetry of the Lagrangian.
The most important result based on symmetry is Noether’s Theorem, which we prove for the generalized
Euler-Lagrange system. Then, to introduce the ideas in a more accessible way, we present applications of
Noether’s Theorem for Lagrangians which depend only on the coordinates and their first derivatives. Finally,
we generalize several of the main results for general Lagrangians.

6.1 Noether’s theorem for the generalized Euler-Lagrange equation

We have shown that the action
Sx ()= /CL (xi,xfl),x’(é), . mzn)) dt

where xék) denotes the kth derivative of 2 (t) , is extremal when 2% (t) satisfies the generalized Euler-Lagrange
equation,
oL

oL d OL 1nd" oL
ox

_ - 2= e (—D) = 2
dt 393(1)‘95(15)+ o )dt" Ox(n) 0 (27)

z(t) x(t)
This condition guarantees that 0S5 vanishes for all variations, x (t) — x (¢) + dx (t) which vanish at the
endpoints of the motion.

Sometimes it is the case that 45 vanishes for certain limited variations of the path without imposing any
condition at all. When this happens, we say that S has a symmetry:

A symmetry of an action functional S [x] is a transformation of the path, =’ (£) — A? (27 (t) , t) that leaves
the action invariant,

Szt ()] =S [N (27 (t),t)]
In particular, when A (z) represents the action of a Lie group on x, we may expand the transformation

infinitesimally, so that

2t =t +€i (x)

szt = 2" -t =£' ()
Since the infinitesimal transformation must leave S [z] invariant, we have
6S=8[z'+e'(x)] - S[2'] =0

Conversely, if the infinitesimal variation vanishes, we may apply arbitrarily many infinitesimal transforma-
tions to recover the invariance of S under finite transformations.

Here A(z) is a particular function of the coordinates. This is quite different from performing a general
variation — we are not placing any new demand on the action, just noticing that particular transformations
don’t change it. Notice that neither A\’ nor £’ is required to vanish at the endpoints of the motion.

Let ¢ () be a solution to the generalized Euler-Lagrange equations of motion. Then a function of z* (¢)
and its time derivatives,

f (xi (8) ey (t))
is conserved if it is constant along the paths of motion,
daf
i
We now show that when an action has a symmetry, we can derive a conserved quantity.
(Noether’s Theorem) Suppose an action has a Lie symmetry so that it is invariant under

0

or' = 2" — a2t =& (x)
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where &% () is a fixed function of ¢ (¢). Then the quantity

k
L dm AL (x (V) dF
o _1\ym 1 7
I= Zmz__l( 1) dgm—1 axz(‘k) dtk_mg (z)

is conserved.
We prove the theorem for n = 1. The proof for arbitrary n is left as an exercise. When n = 1, variation

of the action gives
0=08[z(t) = /t : (Wg (z) 1 (6%; ()t))) dg;ix)> »

Notice that S vanishes identically because the action has a symmetry. No equation of motion has been
used. Integrating by parts we have

0 = / <§fi€i(x) +% (3}2‘(@) _ % (Sf) gi(x)> dt

oL ., .|"® oL d (0L
" - — — . "(x)dt
o° @], +/ (axz i (aa’:z» £'(a)
This expression must vanish for every path. Now suppose ' (t) is an actual classical path of the motion,
that is, one that satisfies the Euler-Lagrange equation,

oL _d (LY _,
oxrt  dt \9it)

Then for that path, the integrand vanishes and it follows that

0=06S[x] = 5 (x (1))

t1

or

OL (x(t2),%(t2))
oi?

Since t; and t9 are arbitrary, the function

£ (z(t2)) =

oL (x,%) ;
9 © @
is a constant of the motion.

Prove Noether’s theorem when the Lagrangian depends on the first n time derivatives of the position
z* (t). That is, show that the quantity

n k m—1 T k—m
I = Z Z (_1)m—1 d 8L( (/\)) d &l (ZZ?)

m—1 ) k—m
— = dt 3x(k) dt

is conserved.
Hint: For the general case the variation of the action is

68 [z ()] = /t (C%g”xi(t))si () +...+ <‘W> C%ai (:c)) d\

where the k" term is:

Ik/tzw " et (x) dA

L &”Z@) ANk
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Integrate this term by parts k times, keeping careful track of the surface terms. After writing the surface
term for the k" integral as a sum over m, sum over all k.

We conclude this subsection with a definition.

A coordinate, ¢, is cyclic if it does not occur in the Lagrangian, i.e.,

oL
—Z -0
dq
In the following section, we consider the application of Noether’s Theorem to restricted Euler-Lagrange
systems, that is, those for which the Lagrangian depends only on z and its first time derivative. In the
subsequent section, we generalize some of the results to arbitrary Lagrangians.
6.2 Conserved quantities in restricted Euler-Lagrange systems

For restricted Euler-Lagrange systems, the Lagrangian take the form
L=1L (mﬂjﬂ = xé1)>

so that the Euler-Lagrange equation reduces to

OL d (OLY _ 0

ozt dt \oit)

In such cases, Noether’s theorem states that for an infinitesimal symmetry

or' = 2" — 2 = &' (2)
the quantity
oL (x,%)
Q=
is conserved. We make one further definition for restricted Euler-Lagrange systems:
The conjugate momentum, p, to any coordinate ¢ is defined to be

oL
p= 4
6.2.1 Cyclic coordinates and conserved momentum

We have the following consequences of a cyclic coordinate:
If a coordinate ¢ is cyclic then

1. The system has translational symmetry, since the action is invariant under the translation

q—q+ta
2. The momentum conjugate to ¢ is conserved.
To prove the first result, simply notice that if
oL
= _0
dq

then L has no dependence on q at all. Therefore, replacing ¢ by ¢ 4+ a does nothing to L, hence nothing to
the action. Equivalently, the variation of the action with respect to the infinitesimal symmetry (a — ¢),

oq =
0g =
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is

oL oL _.

= /(0-5q+a]7-0>dt
dq

= 0

so the translation is a symmetry of the action.
For the second result, the Euler-Lagrange equation for the coordinate ¢ immediately gives

oo ooy

Oq dt \ 04
_d (oL
—

oL
_

so that
p

is conserved.
We now generalize this result to general translational invariance of the action. Suppose the action for a
1-particle system is invariant under arbitrary translations,

*r=z"+ad

or infinitesimally, ] .
oxt =¢'

We may express the invariance of S under dz* = ¢ explicitly,

0 = 65

2oL _, OL_.
/t1 ((%i ort + (%535) dt
0L ., d [OL d (0L
oL i[* | /t’z OL _d (DL ..
o Ju \Oxt  dt \ 0!

&

ox?
For a particle which satisfies the Euler-Lagrange equation, the integral vanishes. Then, since ¢; and ty are
arbitrary we must have

i

oL
—¢
oz?
conserved for all constants ¢’. Therefore, the momentum p; conjugate to x* is conserved as a result of
translational invariance.

% )

= Di€

6.2.2 Rotational symmetry and conservation of angular momentum

Now consider a simple 2-dimensional example. Suppose the Lagrangian takes the form

1
L(z,y) = 3m (@ +5?)
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Then the transformation

xr — ' =xzcosf —ysind

y — y =xsinf+ycosd
for any fixed value of 6 leaves
SM:/Mt
invariant; the change in z° is

M = dz=2—x=xcosh—ysinbh —x

N = dy=y —y==xsinf+ycosbh —y

The variation &*(x) will be infinitesimal if the angle 6 is infinitesimal, so to first order in 6 we have

el = zcos —ysinf—zx
= w(l—192+---)—y(9—193+-~-)—x
2 6
= —ye
2 = a6

Therefore, we have the conserved quantity,
oL
@51 () = mie' +mye
ma (—y0) + my (x0)
= 20m (yx — 2y)

as long as z and y satisfy the equations of motion. Since 26 is just an arbitrary constant to begin with, we
can identify the angular momentum,
J =m(yz — ty)

as the conserved quantity.
We can easily generalize this result. Suppose Sis rotationally invariant. Then S is invariant under the
relacement of x* by

i‘l - R’L jx]

or, infinitesimally,

Szt = T -2
= (0" ;A )l o
= Al 2l

J

where, according to our discussion of the Euclidean group, the infinitesimal matrix A’ ; 1s antisymmetric,
A =g Ay = —g" Ay = — A,

Equivalently, we may write
Aij _ _ Aji
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Now consider the (vanishing) variation of S under a rotation. We have

0 = 65

7oL ., OL._.
279L . d (0L d (0L

oL t2+/t2 OL d (DL .
o o Now Tt \ai) )"

= St
o*

For any particle obeying the Euler-Lagrange equation, the final integral vanishes. Since t; and t5 are arbitrary

times, we find the conserved quantity,

oL .
M o= sy
o "

oL ., .

= ot T

= piAi _jxj

= pidYgpat
= A”pil‘j
1
=AY (pixj —pjwi)
Since we may write a general antisymmetric matrix using the Levi-Civita tensor as
Aij = wkEijk

where 1
w™ = §Aij€

ijm

we have 1 1
M = iwkeijk (piz; — pjx;) = —§wkMk

Since wy, is an arbitrary constant vector and we may drop an overall constant —%, the vector
M=xxp

must be conserved. Thus, conservation of angular momentum is a consequence of rotational symmetry.
Conservation of angular monementum is a property of a number of important physical systems; moreover,
the total angular momentum of any isolated system is conserved. The following theorems illustrate the
usefulness of this conservation law in the case of a central potential, V' (r).
The angular momentum of a particle moving in an arbitrary central force, in any dimension d > 2, is
conserved.

Proof The action may be written as

1 dx® dx?

where the 2 are Cartesian coordinates and r = V0ijxizd. It follows that

d?x !

a2 r

m
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The total angular momentum

Mi; = mip; —;pi

is conserved, since

d d . .
%Mij = m% (JCZ‘IL']‘ — Z'jl’i)
= m xdzﬂ — X dzxj
B ez R ae
V!
= = (@ze — w))
= 0

We next prove that central forces always lead to planar motion.
The motion of a particle in a central potential always lies in a plane.

Proof: Let xg and v be the initial postion and velocity, with xy measured from the center of force. Then
the angular momentum is
M;j = xoivoj — Tojv0;

For M;; nonzero, let w(,), a =1,...,n —2, be a collection of vectors perpendicular to the initial plane

P = {v=axo+ v Vo, 3}
W)V = 0

so that the set {xo,vo,w(a)} forms a basis. We consider the M;; = 0 case below. For M;; nonzero,
for all a, ‘
wza)Mij =0

At any time ¢, M;; is given by
Mij =m (xivj — Ij’Ui)

and since M;; is constant we still have
0 = wéa)m (xiv; — z;v;)

0

(W) x) vV —x (W) - V)

Suppose, for some ag, that
W(ap) "X 7 0

W, "V
v=x|——o
Wq, - X

and M;; is identically zero, in contradiction to its constancy. Therefore, we conclude

Then

W) x=0
for all a. A parallel argument shows that
W) v=0
for all @, so the motion continues to lie in the original plane. Finally, if M;; = 0 then at any time ¢,

Mij =m (Qii’Uj — l‘j’l}i) =0
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so x; and v; are always parallel and we can write

zt = '
for some A (xj , t) and all ¢. Then at any time
vt = ix’ = @vi + )\dvi
CdtT dt dt

so any change in velocity is parallel to the velocity:

dvi_i 1_@ 4
A a )’

and the motion remains along the initial line.

6.2.3 Conservation of energy

Conservation of energy is related to time translation invariance. However, this invariance is more subtle
than simply replacing ¢t — ¢ + 7 in the action, since this transformation is simply a reparameterization of
the action integral. Instead, the conservation law holds whenever the Lagrangian does not depend explicitly

on time so that
oL

ot
We can then write the total time derivative of L as
dL oL . + oL .
— = T+ G
dt 83% 8331 a4

0

Using the Lagrange equations to replace

OL _ d 0L
ozt dt Ot
in the first term, we get
dL  d (0L b oL .,
at — dt\oit)" T ot

Bringing both terms to the same side, we have
d (0L
el i L) =
dt (asﬂ ) 0

oL
g

so that the quantity

E= i — L

is conserved. The quantity F is called the energy.

6.2.4 Scale Invariance

As we have noted, physical measurements are always relative to our choice of unit. The resulting dilatational
symmetry will be examined in detail when we study Hamiltonian dynamics. However, there are other forms
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of rescaling a problem that lead to physical results. These results typically depend on the fact that the
Euler-Lagrange equation is unchanged by an overall constant, so that the actions

S / Ldt

S = « / Ldt
have the same extremal curves.
Now suppose we have a Lagrangian which depends on some constant parameters (a1, ..., a,) in addition
to the arbitrary coordinates,

L:L(xi,a'ci,al,...,an,t)

These parameters might include masses, lengths, spring constants and so on. Further, suppose that each of
these variables may be rescaled by some factor in such a way that L changes by only an overall factor. That
is, when we make the replacements

8
|
2
8

t — fJt

. o
A -

B

[ N (1¢2)

for certain constants («, 3,71, .. .,7n) we find that

.o . .
L (ole,ﬁjjl,'ylal,...,'ynan,ﬂt> =olL (x’,a’c’,al,...,an,t)

for some constant o which depends on the scaling constants. Then the Euler-Lagrange equations for the
system described by L (axi, %ii,'ylal, . ,’ynan,ﬂt) are the same as for the original Lagrangian, and we

may make the replacements in the solution.
Consider the 1-dimensional simple harmonic oscillator. The motion of the oscillator may be described
by the Lagrangian
1 1
L= ﬁmzi:4 + ikma’c%

since the restricted Euler-Lagrange equation gives

0o - 9L _d (“)
Ox dt \ 0%
= kmilz — k%23 — i <1m2d33 + k‘mﬂbx2>
dt \ 3
223 + kmia® + 2kmj32x)

= — (k;x2 + ma';Q) kx — (mﬂb2 + ka) m

1
2 _ Zk'2134

= kmilz — k%23 — (m2

or simply
(mi? + ka®) (kx +mi) =0

Assuming m and k are positive, the factor (mdc2 + k‘xz) is positive definite except for the case of degenerate
motion, z (t) = 0. Dividing by this factor, we have the usual equation of motion,

mi + kx =0
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Using scalings of the variables, we do not need to solve this equation to gain insight into the solution. For
example, suppose we know that the motion is periodic, with period T. Now we may make any or all of the
replacements

r — ax

t — [t
«

T — =
B

o
l

>
e

for constants («, 3,7,0) . The Lagrangian becomes

_ 1 st 5 1 : 22 Lo 4oy
= 0°a’k
12

This is a multiple, oL, of the original Lagrangian if

4 Oé4

@
o= 72@ = 75? = 6%t
The value of « is arbitrary, while the remaining constants must satisfy

’72_76_52

gt
Both conditions are satisfied by the single condition,
v =65

Returning to the periodicity of the oscillator, we now know that if we change the mass by a factor v and the
spring constant k by a factor ¢ then the period changes by a factor § = \/? . Now suppose we start with a
system with mg = kg = 1 and period Ty. Then with

m = 7qmgo =7

k = b6k =
the period is

T = gl

gl
=T
Vim
m
/7T
L 0

We therefore learn that the frequency is proportional to 4/ % without solving for the motion.

6.3 Consequences of Newtonian dynamical and measurement theories

One of our goals is to develop a systematic approach to finding dynamical laws and measurement theories.
This will require us to examine some mathematical techniques, including functional analysis, group theory
and gauge theory. Nonetheless, some features of our ultimate methods may be employed immediately, with
a more sophisticated treatmenr to follow. With this in mind, we now turn to a development of Newton’s
law from certain prior ideas.
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Our starting point is geometry. Over two thousand years ago, Aristotle asked whether the space occupied
by an object follows the object or remains where it was after the object moves away. This is the conceptual
beginning of abstract space, independent of the objects in it. The idea is clearly an abstraction, and physicists
have returned again and again to the inescapable fact that we only know space through the relationships
between objects. Still, the idea of a continuum in which objects move may be made rigorous by considering
the full set of possible positions of objects. We will reconsider the idea in light of some more contemporary
philosophy.

Before beginning our agruments concerning spacde, we define another abstraction: the particle. By
a particle, we mean an object sufficiently small and uncomplicated that its behavior may be accurately
captured by specifying its position only. This is our physical model for a mathematical point. Naturally,
the smallness of size required depends on the fineness of the description. For macroscopic purposes a small,
smooth marble may serve as a model particle, but for the description of atoms it becomes questionable
whether such a model even exists. For the present, we assume the existence of effectively point particles,
and proceed to examine space. It is possible (and desirable if we take seriously the arguements of such
philosophers as Popper and Berkeley!), to begin with our immediate experience.

Curiously enough, the most directly accessible geometric feature of the world is time. Our experience is
a near-continuum of events. This is an immediate consequence of the richness of our experience. In fact,
we might define any continuous or nearly continuous element of our experience — a succession of colors or
a smooth variation of tones — as a direction for time. The fact that we do not rely on any one particular
experience for this is probably because we choose to label time in a way that makes sense of the most possible
experiences we can. This leads us to rely on correlations between many different experiences, optimizing
over apparently causal relationships to identify time. Henceforward, we assume that our experience unfolds
in an ordered sequence.

A simple experiment can convince us that a 3-dim model is convenient for describing that experience.
First, I note that my sense of touch allows me trace a line down my arm with my finger. This establishes
the existence of a single continuum of points which I can distinguish by placing them in 1-1 correspondence
with successive times. Further, I can lay my hand flat on my arm, experiencing an entire 2-dim region of
my skin. Finally, still holding my hand against my arm, I cup it so that the planar surface of my arm and
the planar surface of my hand are not in contact, although they still maintain a continuous border. This
establishes the usefulness of a third dimension.

A second, similar experiment makes use of vision. Reflecting the 2-dim nature of our retina, visual images
appear planar — I can draw lines between pairs of objects in such a way that the lines intersect in a single
intermediate point. This cannot be done in one dimension. Furthermore, I am not presented with a single
image, but perceive a succession in time. As time progresses, I see some images pass out of view as they
approach others, then reemerge later. Such an occultation is easily explained by a third dimension. The
vanishing object has passed on the far side of the second object. In this way we rationalize the difference
between our (at least) 2-dim visual experience and our (at least) 3-dim tactile experience.

What idea of spatial relation can we gain from the senses of smell and taste?

What is the dimension of the world of touch?

As we all know, these three spatial dimensions together with time provide a useful model for the physical
world. Still, a simple mathematical proof will demonstrate the arbitrariness of this choice. Suppose we have
a predictive physical model in 3-dim that adequately accounts for various phenomena. Then there exists a
completely equivalent predictive model in any dimension. The proof follows from the proof that there exist
1-1 onto maps between dimensions, which we present first.

For simplicity we focus on a unit cube. For any point in the three dimensional unit cube, let the decimal
expansions for the Cartesian coordinates be

.a1az2asg . . .
bibobs ...

.C1C2C3 . ..

1 Brief statement about Popper and Berkeley.
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We map this point into a 1-dim continuum, w, by setting
w = .a1b101a2b202a3b363 e

This mapping is clearly 1-1 and onto. To map to a higher dimension, we take any given w,

w = .d1d2d3d4 ce
and partition the decimal expansion,
r1 = -dldn+1d2n+1 e
T2 = .dgdn+2d2n+2 .
r3 = .dgdn+3d2n+3 .

Now suppose we have a physical model making, say, a prediction of the position of a particle 3-dim as a
function of time, ‘

' (t)
Applying the mapping gives a 1-dim sequence,

w (t)

containing all the same information.

Thus, any argument for a three dimensional model must be a pragmatic one. In fact, even though this
mapping is never continuous, there might exist models in other dimensions that display useful properties
more effectively than our usual 3-dim models.

Here is an example that shows how descriptions in different dimensions can reveal different physical infor-
mation about a body. Consider the description of an extended body. In a three dimensional representation,
we might specify a 3 parameter family of positions, z* (c, 3,7) together with suitable ranges for the param-
eters. Alternative, we may represent this as a single number as follows. Divide a region of 3 -space into 1
meter cubes; divide each cube into 1000 smaller cubes, each one decimeter on a side, and so on. Number
the 1 meter cubes from 0 to 999; number the decimeter cubes within each meter cube from 0 to 999, and so
on. Then a specific location in space may be expressed as a sequence of numbers between 000 and 999,

(999, 345,801, ...

which we may concatenate to give
w = .999345801 . ..

This is clearly a 1-1, onto map. Now, for an extended body, choose a point in the body. About this point
there will be a smallest cube contained entirely within the body. The specification of this cube is a finite
decimal expansion,

w = .999345801 . ..274

Additional cubes which together fill the body may be specified. Disuss the optimization of this list of
numbers, and argue that an examination of a suitably defined list can quickly give information about the
total size and shape of the body.

Devise a scheme for mapping arbitrary points in R> to a single real number. Hint: The essential problem
here is that the decimal expansion may be arbitrarily long in both directions:

r = ayag... an.blbgbg .

Try starting at the decimal point.
Devise a 1-1, onto mapping from the 3-dim position of a particle to a 1-dim representation in such a way
that the number w (t) is always within 10™" of the & component of (z (t),y (t),z (t)).
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6.4 Conserved quantities in generalized Euler-Lagrange systems

Most of the results of the preceeding sections have forms that hold for generalized Euler-Lagrange systems.
Recall that if L =L (1’, @@, ..., x™), t) the resulting variation leads to

" p d¥ 0L
> () e =
k=0

This generalized Euler-Lagrange equation is generically of order 2n.

6.4.1 Conserved momenta

Suppose the action constructed from L is translationally invariant. The infinitesimal variation which leaves
S invariant is again the constant vector

ox' = ¢
so the variation gives
0 = 48
oL 6L . oL .
= ox’ AR — dxy dt
/t1 (axl ox? +8$En) m(”)>
“~ [ oL
= > — 0wy, dt
ox!
k=0"t (k)

Integrating the k' term by parts and noting that 69:@) = 0 unless k£ = 0, gives

24 OL
- t
/t dt 8:0 5x(k nd

1

ta
t2 oL oL _

5(17(k)dt = idx(k_l)
t1 a

so the variation gives

0 = 48
ta
= _dt oL LA w d¥ [ 0L ,
= Y (- 1_< ) sl+2/ (1) | =5 | oatdt
] dtt=t \ Oay, =o/n it \ Dy,

The coefficient of dz* in the integrand of the final integral is the Euler-Lagrange equation, so when the
Euler-Lagrange equation is satisfied we must have

" d’“ 1 aL
o 1 k—1 2
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for all . This p; is the generalized conjugate momentum to 2. Notice that when n = 1, p; reduces to the
previous expression. When any of the coordinates x* is cyclic, the corresponding momentum is conserved.
Prove this claim directly from the generalized Euler-Lagrange equation. Suppose that some coordinate

q is cyclic, so that %—{; = 0. Show that

n

=30 e ()

k=1 9qq)

is conserved.
Because p; depends on time derivatives, there may be further conserved quantities. From Euler-Lagrange

equation
= d* oL
> ks =0
dtk 9z (%)
k=0
is is immediate that if the first m partial derivatives of L with respect to x,z(1), ..., Z(n—1) vanish,
oL oL oL 0
90 00 T gatn
then the Euler-Lagrange equation reduces to
- d* oL
> ) f oty =0
= dtk 9z(%)
Rewriting the sum we have
R p dF 9L
0 = — & b
dtm l;l( ) dtk=m gz (k)
- ar N (_)k+m ﬁail’
m k k+m
dtm dtk oz (k+m)
showing that the first m time derivatives of
— d* oL
_ _\ktm & _
£ =Y, (" e

k=0

. am—1lf . . . . . . .
vanish. Thus, W,{ is conserved. Moreover, we may immediately integrate m times, introducing m — 1

additional constants,
m—1

F0 =Y ot
k=0

The constants p; are all conserved quantities.

6.4.2 Angular momentum

Suppose a general action is invariant under infinitesimal (and hence finite) rotations,
szt = A jxj
Aij — _Aji

Notice that higher order variations no longer vanish. Instead, we have

bl = A" ()
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Then applying this limited variation,

0 = 48
200L_ , OL_, oL _,
- /t <8xi6m BRI R O R
n to L ]
1 Oxt
k=0"11 (k)

This time we must keep all of the surface terms. For the k' term,

to
2 9L . oL . . t2 g ( QL
— 'l dt = ——O0xt, / — i oxt, \dt
b Oxly ™ QY b dt \dxf, | Y
to
L d < oL ) 54l
= 3 (k—1) a..i (k—2)
(“)xzk) " dt 89:2,9) "
g2 (oL
+/ ; oxt dt
o de? (3 ( )) =
t
Ny 4o ’
o Z( ) dtm—1 \ gt T(k—m)
m=1 t1
b2 gm [ 9L, .
+(_1)m/ () byt
¢, dt Bx(k) (k—m)
123

Summing over k the variation becomes

0 = 68
n k ta
_ydmt [ oL
- 3 e e () o
k=1m=1 dt 8x(k) t1
" 2 gk [ OL :
+Z(—1)’“/ e e
= 0 AT\ Oy,

As usual, the final integral vanishes when we apply the equation of motion, so the quantity

n k
dm—1 oL . ;
_ m—1 i j
o= Y e i ()4
k=1m=1 (k)
n k
. dm—1 OL
1 m—1
- Y e (2 Y
k=1m=1 (k)
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is constant in time for all antisymmetric A"”. Therefore, we may write the conserved angular momentum

vector as .
s - S dm1 [ oL
W=y d(a )

k=1m=1 (k)

Notice that the relationship to the momentum conjugate to z is not simple, since the conjugate momentum

“ _q dkl aL
_ k-1

(k)

contains only the k — 1 derivative of 9L whereas M;; depends on all derivatives g{:ﬂ: < aiL ) up to and
(k> (k)

including this one.

6.4.3 Energy

Finally we consider energy. Suppose L is independent of time. Then

n

AL _ g e 0L

k
dt prs Ox(F)
But
Sty 9L 3L _ A 9L\ _ wmd OL
Ox(k dt Ox(F) dt 0z
_ A (@ 0L\ _d [ gond oL
dt ox® | dt dt 9x(F)
d? oL
(k—1) &
T 9
k 1 m k
_ k m) d OL —LL‘(l) (_)kfl i oL
m:O dtm Oz (*) dtk oz (k)
SO

n k-1 n
dm™ 0L d* oL
m (k—m) & (1) IR LA
dt T T (- ( a9 ) +2M > g g
k=0 m=0 k=0

Using the equation of motion,

“ x d¥ OL

2 () Gt ey =

k=0
the final sum vanishes and we have the conserved energy

n k-1
am 8L
E = plk=—m) =

The n = 3 case of this result is given in [43] and elsewhere.

6.4.4 Scale invariance

Rescaling of the variables and constants works the same way for higher order Lagrangians as it does in the

restricted case.
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6.5 Exercises
Find the Euler-Lagrange equation for the following action functionals:
1. Slz] = [exp (ax + v? ) dt for constants o and f.
= [ f (x?>v?) dt for any given function, f.

3. Sz = + [ x - adt, where a = X.

fx adt

Apply the techniques for generalized Euler-Lagrange systems to the following fourth-order action:

[ rai

1 1 1 1 1
/ (kmo'c2x2 — 2Kzt + SmPri?d 4+ SmPati? + 4m T a?x(3)> dt

S

2 4 4 4

Find the equation of motion and the conserved energy.

Consider the 3-dimensional action
1 .,
S = 5MX" —mgz dt

1. Show that there are four symmetries of S.

where x = (z,y,2) .

2. Find the four conserved quantities.

Consider the 2-dimensional action functional

S = %/(ml2¢2 + mglch) dt

Find all rescalings of the parameters and coordinates (m, g,1, ¢, t) which leave S changed by no more than

an overall constant. Use these rescalings to show that the period of the motion is proportional to \/g .

2 /] K
S = (m>'<2 - ) dt
4 \2 Vx2

Use a scaling argument to derive Kepler’s law relating the period and a characteristic length of the orbit.

The action functional
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7 The physical Lagrangian

We have seen that the extrema of functionals give preferred paths of motion among the class of curves.
These extremal paths appear to be smooth curves. Indeed, when the action is taken to be path length, the
extremal curves are straight lines. Now we return to the problem of physical motion stated in Chapter III:
can we specify a functional for specific physical problems in such a way that the extremals are the physical
paths of motion?

We have seen examples where this is the case. For example, the action functional

L 9.4, 1 22 1oy
L= g™ & —|—2kzmxx 4k1: (29)
describes the simple harmonic oscillator in 1-dimension. Now we take a more systematic approach, based
on the principles of gauge theory. Our gauging of Newton’s second law begins with the observation that
the symmetry which preserves Newton’s law is different than the symmetry of the Euler-Lagrange equation.
Specifically, Newton’s second law is invariant under a special set of constant transformations called Galilean
transformations. By contrast, the Euler-Lagrange equation is invariant under the diffeomorphism group,
that is, the group of all coordinate transformations.

It follows that, if we are to develop a systematic way of writing physical equations of motion using
the Euler-Lagrange equation, then it must involve a generalization of Newton’s second law to arbitrary
coordinate systems. This is exactly what gauging accomplishes — the systematic extension of a symmetry.
There is nothing surprising in such a generalization. In fact, we would find it odd not to be able to work
out a form of the second law valid in any coordinate system of our choosing. The key point here is to do it
systematically, rather than just substituting a specific transformation of the coordinates.

There are several steps to our generalization. First, we derive the most general set of transformations
under which Newton’s law is covariant — the Galilean group. This group has important subgroups. In par-
ticular, we are interested in the subgroup that also preserves Newtonian measurement theory, the Euclidean
group.

Next, we derive the geodesic equation. Geodesics are the straightest possible lines in arbitrary, even
curved, spaces. In our Euclidean 3-space, the geodesic equation simply provides a diffeomorphism-invariant
way of describing a straight line — the condition of vanishing acceleration. As a result, we will have expressed
the acceleration in arbitrary coordinates.

Finally, we gauge Newton’s law by writing it in terms of coordinate covariant expressions. We conclude
by showing that this generalized form of Newton’s law indeed follows as the extremum of a functional, and
derive a general expression for the action.

7.1 Galilean symmetry and the invariance of Newton’s Law

Newton’s second law, written as

o d ,
F'=— (mv*
7 (mv')
is a relationship between vectors. Therefore, we write the law in terms of the velocity because the coordinates,
x", are not vectors, but the velocity — being the tangent vector to a curve —is. We will assume that the force

is a vector (see the section on tensors), so that it changes according to:

, ort .
F'(x) = —F 30
() = 55 (@) (30)
where 22 is the Jacobian matrix of the coordinate transformation. Covariance of the second law requires

0q7
this same linear, homogeneous transformation on each term,

oxt . ox't
_ [ = ,
g7 (q) =m g7

i (31)
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but this relationship cannot hold form arbitrary changes of coordinate,

i

qg = qi (X7 t)
t = (@) (32)

To find what transformations are allowed, we apply the general coordinate change of eq.(32) to Newton’s
law, and examine the conditions required to make it transform according to eq.(31). Since the coordinate
transformation of eq.(32) must be invertible, we may also write

i

zt = a'(q.1)
t = t(t)

We can immediately set

t=t—ty

since the Newtonian assumption of universal time requires equal intervals, dt = dt’.
The real limitation on covariance comes from the time derivatives in the acceleration term. Along any
path specified by 2* (t) = 2* (¢7 (t) ,t) the acceleration i’ may be written in terms of ¢/ and ¢* as

_d (0a y oz’
T @ <8qjq + 5‘t)
B ot . o2t e o2t " o2t i o2t
- <aqa‘q T oo T it ) * <8t8qjq *on )
dx' 0%z’ 0?1’ 0?1’

ki 49 -k
¢! Toagoagl U T aga? T on

The first term is proportional to the second time derivative of ¢*, but the remaining terms are not. Comparing
to the actual transformation of the acceleration, covariance therefore requires

axi i 8371 . + a2xi -k -j 19 82$i -k n ani
o T T 9g T Tagag T T ekt T o
0%t ) 02t 0%yt
0 — . kg 9 &
agog? ¢ "o T oe

Since this must hold for all velocities ¢/, the coefficient of each order in velocity must vanish. Thus,

0%t
ot?
0%

kot

0%t
Ogkoq?

0 =

Integrating the first equation shows that 2° must be linear in the time
ol = ah + aht

The second equation then requires i = v* = constant. Finally, we see that ) must be linear in ¢/ :

9%zt
Oqk0q
oz’ ;
OqJ = M
@ = M jqj +a’
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where M* ; and a' are constant. Therefore, the most general coordinate transformation for which Newton’s
second law is covariant is

2’ (q,t) = M* jqj +a' o't (33)
and the velocity and acceleration transform as
Moo= M jqj 1o
s
o= gz; 7

Now consider each transformation. The arbitrary constant matrix M?® ; need only be invertible, and is
therefore an element of the general linear group, GL (3). The constant a’ is an arbitrary translation, while
the time-dependent translation v't is called a boost. The full group of transformations of eq.(33), called the
Galilean group, describes the set of inertial frames.

There are important subgroups of the Galilean group. First, we would like the velocity to transform
as a vector. This requires v* = 0. Furthermore, Newtonian measurement theory requires an inner product
of vectors, so we may restrict to an orthonormal basis. The subgroup of transformations which preserves
an orthonormal basis is the orthogonal group, with M?® j = R . a rotation. The resulting coordinate
transformations

J
z'(q) = R’ jqj +a (34)

show that we have recovered the Euclidean symmetry of the background space.
We now derive a covariant expression for the acceleration.

7.2 Galileo, Lagrange and inertia
Recall the Galileo-Newton law of inertia:
e A body remains in uniform motion unless acted upon by an external force.

With this in mind, we define

Uniform motion is motion at a constant rate along extremals of length. The extremal paths are called
geodesics.

We have seen that extremals of length in the Euclidean plane are straight lines, and this coincides with
our notion of uniform, or unaccelerated motion,

A2z’
— =0
dt?

By using a variational principle to find the covariant description of a straight line, we will have found a
covariant expression for the acceleration.
We proceed to find the general expression for geodesics. In arbitrary coordinates, y°, the infinitesimal

separation between two points is given by
ds = \/gi;dy'dy’ (35)

Oz™ Oz™

where the Euclidean metric g;; is given by
gij =9 (36)

and z* are Cartesian coordinates.
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If we paramaterize a curve by A, ,
P (CN) =y (V)

then uniform motion is described by the extremals of length, where length is given by the functional

1 ——
. dyl dy]
Syt (A = \/ gij = —dA
1
= / \/ Gig ¥ P dA
0
where we set dyi = y". Varying the path, and remembering that g¢;; is a function of the coordinates and
using 0y" = dgf{ , we have
0 = 65yl

! 1 0gij dsy’ ;doy’
_ 5 ki + g, 7 A
/ PN < VI 4 9y 9l d>\>
1
_ / L <89”5 i )d)\
0 2\/gmny y

1d (o o _
7/ 2d\ (gijy] (Grnd™5™) " + 9639 (Gn ™5™ 1/2) Syl d\
0

where we have set the surface terms to zero as usual. The geodesic equation is therefore

0 = — L (ag”yiyj)
2V Gmn ™Y \ Oy*

1d ey —1/2
Qd)\ <gkjy (gmny Yy ) )
1d o em —1/2>
5D <9zky (Gmn9™9")

A considerable simplification is achieved if we choose the parameter A along curves to be path length, s itself.
Then, from eq.(35), we have

977Lnymyn =1

and the geodesic equation reduces to

1 891 i d .7 d .
0= <8yjy ¥ = o= (oe?) = 52 (9 ))

Since J
Gik . i
7 (ond") = oym Y + gind’
this becomes
1/0gij ;.; OGkj .m
0 = 2(ay,§yzﬂ awiy ¥ = griif’
1 agzk m -q
Yy

1 8gmn 8gkm agkm .m .n .. j

where we have used the symmetry, ¢,nn = gnm, and the symmetry

- M -1

Yy =yy
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in the last step. We can give this a more compact appearance with some new notation. First, let partial
derivatives be denoted by
0

O = —

Next, we define the convenient symbol

1
=~ amgkn + angkm - akgmn)

1_‘kmn - 2(

The object, I'gyn, is called the Christoffel connection for reasons that will become clear later. Notice that
I'gmn is symmetric in the last two indices, T'kmn = [gnm. Substituting, and using the inverse metric g”‘c , We
have 5
; dy™dy" | diy?
0= sz ik
g kmn ds ds 9 9jk ds2

or the final form of the geodesic equation,

d2 4 ) du™ dy™
Y T L yoay _
ds? ds ds
This equation may be regarded as either a second order equation for a curve y* (s), or as a first order equation
for the tangent vector u! = ‘%,

du?
ds

For the vector equation, we may also write

+T¢ u™u™ =0

u™ (Ou’ +u"T" ) =0
The term in parentheses will reappear when we discuss gauge theory in more detail.
We consider two examples.
First, if the coordinates are Cartesian, the metric is simply g;; = d;;. Then all derivatives of the metric

vanish, di0;; = 0, and the Christoffel symbols, I'ypp, and I, vanish. Therefore,

d?axt
ds® 0
i i
r = Tyt vys

and we recover the straight lines of Chapter 3.
For a non-trivial example, consider motion constrained to the surface of a sphere of radius a. Since the
metric in spherical coordinates is

1

Gij = r
r2sin? 6

the surface is described by holding » = a and dropping dr in the line element. We therefore set
a2
9ii = a?sin’ 0

1
1_‘kmn - 5 (amgkn + angkm - akgmn)

for each combination of indices. Since all components of g;; are constant except g, the only nonvanishing
components are:

and compute

2 .
I'ypoo =Tpop = —Topp = a”sinb cos O
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Raising an index with the inverse metric

we find
¢ R _ cosf
r w0 r % 7 sin@
r? pp = —sinfcosb
and the equations for geodesics become
d?0 dy dp
= — 4 Er
0 ds? + % ds ds
d?*p df dy dy db
0 = —+I¥ , T 4T% ——
ds? * % ds ds #9 ds ds
and therefore,
d? . do dp
2 schos@E% = 0
2
dy cos b dp df _ 0 (37)

ds2 ' “sinf ds ds

We can see immediately that if the motion starts with ‘2—? = 0, then initially

d?0
7 _ 9
ds?
d?¢
¥ _ 9
ds?

The second of these shows that fli—f remains zero, so this form of the equations continues to hold for all s.
The solution is therefore

0 = a-+bs
p = c

Thus, ¢ is constant and 6 increases linearly. This describes a great circle on the 2-sphere, that is, the
intersection of the 2-sphere with a plane through the origin. Since any solution may be rotated to have these
initial conditions, this is the general solution.

Using eq.(36) for the metric, find an expression for Iy, = % (OmGkn + OnGkm — OkGmn) In terms of first
and second derivatives of x* with respect to y”.

Show that the geodesic equation describes a straight line by writing it in Cartesian coordinates.

Find the equation for a straight line in the plane using polar coordinates, using two methods. First, find
the extremum of the integral of the line element

sld®] = / ds
[ VET R

Then, find the Christoffel symbols and write out the geodesic equation using the same metric, g;; =

(1 p2>'
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7.3 Gauging Newton’s law

Newton’s second law of motion now provides the starting point for seeking a functional whose extrema are
physical paths. But in order to make the connection between

o d _
F'= — (mv*
7 (mv')
and a variational equation, we must first generalize Newton’s law to a new expression valid in arbitrary
coordinates. We can now do this in two easy steps.

First, we already know how to write a covariant expression for a straight line, or geodesic

du’ )
0 = Is +Iumu”
m dz™
u = —
ds

This equation expresses zero change of direction in arbitrary coordinates. We only need to alter the parameter
s to time. Recall our definition of uniform motion as motion at a constant rate along geodesics. This means
that uniform motion is described by the geodesic equation together with

ds .

— = vy = const.

e~ °
Therefore, to change the parameterization of the geodesic equation to time, we simply multiply by v3. Then,
since vg is constant,

d dxt dz™  dz™
0 = woggvogy T mnto=gmvoy = =0
ds d (dsdx’ ) ds dx™ ds dz™
0 = —— = + I mn \ 7. 7. T
dt ds \ dt ds dt ds dt ds

and therefore motion in a straight line at constant velocity may be written in any coordinate system as

d?zt ; dz™ dz™

az T o a

Notice that in Cartesian coordinates, where I"
2, .10 . . . . . . . . . .
dd;g = 0. Since the equation is covariant, it must express vanishing acceleration in any coordinates and the

acceleration is covariantly described by.

mn = 0, this equation just expresses vanishing acceleration,

i A2zt i dz™ dz™

C=gr Y Ty

whether it vanishes or not.
To rewrite Newton’s second law in arbitrary coordinates, we may simply multiply a’ by the mass and

equate to the force: 4
Fz' _ dv’ Fi m,.n
= mE +m mnU U
For the force, recall that it is often possible to write F* as minus the gradient of a potential. In general

coordinates, however, the gradient requires a metric:

. Of
V' =g"—
VI =9"5.;
Newton’s law may therefore be written as
OV dv’
—g¥ — 7 m,n
oy me +mI* 0" (38)



where V' (z) is the potential for a force and

1] - mn- o s

oyt Oyl
g7 = [giljlij
r mn lek (amgkn + angkm - 8k.g?nn)

Eq.(38) holds in any coordinate system if Newton’s second law holds in Cartesian coordinates.
Now we manipulate eq.(38). Substituting the expression for the connection,

OV dvt  m
W = Zak o o ) m, n
g ay] m dt + 29 ( mGkn + OnGkm kg’mn)v v
ov dv’
“ o = mgkidii + % (V" OmGien) V™ + (V" OnGrm) V™" — Ok gmnv™0™)
ov drUi m dgkn dgk:m
-~ — o n m_ (9 . m,.n
dyk mg’“dt+2(dtv+dtv (kgrmn) v
where we have used the chain rule to write v™0,,9kn = d%’;" . Collecting the gradient terms on the right,
dv? dglcn 0 m
0 = 17 1, n_i(imnmn_v)
Ik gy tm at ° oyk g Jmnt Y
d o /m

Now, observing that

we substitute to get

0= & (e (Zamerne")) o (Bawreme” V)

Since V' depends only on position and not velocity we can put it into the first term as well as the second,

o= (e (e 1)) - e ()

Finally, we recognize the Euler-Lagrange equation,

d (0L oL
O=—|z=]— 5=
dt \ dvk Ayk
with the Lagrangian
L= §mgmnv"vm -V

We identify the first term on the right as the kinetic energy,

T = =mgmnpv™v™

2

since it reduces to %mv2 in Cartesian coordinates.

We have successfully gauged Newton’s second law, and shown that the new diffeomorphism invariant
version is given by extrema of the action functional,

S [z ()] :/(T—V)dt
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There are distinct advantages to this formulation of classical mechanics. First, as we have seen, Noether’s
theorem lets us take advantage of symmetries of the system in a direct way. Second, the diffeomorphism
invariance allows us to write the problem in the fewest number of independent variables easily. Finally,
starting with an action permits easy inclusion of constraints.

As an example, we consider the motion in 3-dim of two masses, both of mass m, connected by a light,
rigid rod of length L. If we describe the system in Cartesian coordinates, each mass requires 3 coordinates,
for a total of 6 coordinates. However, using symmetries this is considerably reduced. First, since the system
is isolated, angular momentum must be conserved. Consequently, the motion lies in the plane orthogonal to
the angular momentum vector. Let the origin, at position R?, coincide with the midpoint of the rod. Picking
x and y axes in the plane of motion, let the rod make an angle ¢ with the xz-axis. Then the positions of the
two masses are

L
x3; = R+ 3 (icosp + jsinp)
L, . .
xs = R-— 5 (icosp + jsinp)
and the corresponding velocites are
. L
x1 = R+ 730 (—isinp + jcosp)
. L¢
x; = R- 780 (—isinp + jcosp)
The kinetic energy is therefore
. . 1, .
T = —mX;- X1+ -mXs-Xo

2

2
1 LI 2
= 5m (R—i— g(—isingo —|—jcosg0)>

1 Ty 2
+§m <R+ 780 (—ising +jcos<p)>

1 A L2()b2 2
= = OR2 4 =
o (274 5)

Since there is no potential energy, the action is simply

) 22
S:/m<R2+Lf)dt

Since both R and ¢ are cyclic we immediately have two conservation laws,

oL .
P, = — =2mR; = const.
OR?
1
J = §mL2c,b = const.
Integrating, we have the complete solution,
R" = R+ Pt
B J
QD - 900 + ng t

Write the action for the Kepler problem. The Kepler problem describes motion in the gravitational
potential V = —%. To formulate the problem in spherical coordinates we first write the kinetic energy.
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The easiest way to find v2 is to divide the squared infinitesimal line element by dt?:

ds?> = dr? +r%d6? 4 r? sin® Odp?

ds\> [dr\? do\? de\?
2 i _ - 2 (% 2 1.2 -
Ve = <dt> <dt) +r (dt) + r°sin 9<dt>

The kinetic energy is therefore just

1
T = imUQ

= % (7;2 + 7202 + 7“2@2 sin® 9)

and the Lagrangian is
L=T-V = % (7‘2 +r292+r2¢251n29> + @
r
Thus, the Kepler action is
S = / (% (7*2 + 7262 + r2? sin? 0) + g) dt
r

Suppose the Lagrangian for a physical problem, L = T — V has no explicit time dependence. Then the

energy

OL
E—#ll
e

is conserved. Prove that £E =T 4+ V.
We showed that the action of eq.(29) describes the simple harmonic oscillator, but according to our new
physical correspondence, extrema of the simpler action functional

/(TfV)dt

1

= 5/ (mx'2 — kx2) dt

should describe this same motion. Show that vanishing variation of this simpler action does give the correct
equation of motion.

For each of the following, give the number of Cartesian coordinates required to describe the system, and
give the actual number of degrees of freedom of the problem. Then write the Lagrangian, L = T — V, and
find the equations of motion for each of the following physical systems:

S

1. A particle moving in 3-dim under the influence of a gravitational force —mgk.

2. A pendulum of length [ and mass m is suspended from a second pendulum of length L and mass M.
Both are constrained to move in the zz plane.

3. A ball moves frictionlessly on a horizontal tabletop. The ball of mass m is connected to a string of
length L which passes through a hole in the tabletop and is fastened to a pendulum of mass M. The
string is free to slide through the hole in either direction.

4. The isotropic oscillator is a particle moving in the spherically symmetric potential V = %er.

Use scaling arguments to show how the frequency of small oscillations depends on the amplitude for any
potential of the form
V =ax"

In the next fews sections we study various applications and properties of the new techniques we have
developed. One the most important applications of classical mechanics is the problem of central forces, and
we begin with this example.
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8 Motion in central forces

While the study of gravity has gone far beyond classical potentials, our approach models the treatment of
any physical theory in that we study an entire class of theories containing the one we think the best. This
gives a theory-independent way to design experiments.

For example, by studying arbitrary power-law potentials we learn that most cannot produce closed
orbits, and this might provide a sensitive test of the theory. Or, by examining the dependence of period
on eccentricity of orbits in power-law potentials, we gain another test. In this way, designing experiments
that explore an entire class of possible models, we both identify new tests and quantify our confidence in a
1

= -force law.
s

Consider any potential which depends only on the radial distance of a particle from a center of force,
V=V(r)
This class of potentials includes important subclasses. In order of increasing specificity, we will study
1. Monotonically increasing potentials, V' > 0.

2. Power law potentials, V = ar™.

w

. Potentials with perturbatively closed orbits

W

. Bertrand’s theorem: potentials with non-perturbatively closed orbits

(a) Kepler/Coulomb potential, V' = —%
(b) Isotropic oscillator, V = ar?

5. Newtonian gravity

The two potentials described by Bertrand’s theorem — for Newtonian gravity and the isotropic oscillator — are
extremely important problems. The Kepler/Coulomb potential, in particular, has led to the most striking
confirmations of Newton’s gravity theory and is still widely applicable in astronomical applications.

Corrections to Newton’s law of gravity become necessary when the escape velocity, GTM, becomes a

substantial fraction of the speed of light. Suppose that a star with the density of water, 1gm/cc, has an
escape velocity of half the speed of light. What is the radius of the star?

In the empty space surrounding an isolated black hole, general relativity must be used to correctly
describe gravitational effects, since the escape velocity reaches the speed of light at the event horizon.
However, sufficiently far from the hole, the Newtonian theory is approximately correct. If the horizon of a
solar mass black hole has radius 1km, approximately how far from the hole will the Newtonian approximation
give answers correct to within one percent. In other words, at what distance is the escape velocity .0lc,
where c is the speed of light?

Suppose two particles of masses m; and ms move in a potential that depends only on the separation of
the two particles, V =V (|x1 — x2]) so the action is

1 1
S = / §m1vf + §m2v§ -V (x1 —x2)

Reformulate the problem in terms of the motion of the center of mass,

1 ( )
= — (M1X1 + Mma2X
m1+m2 1 272

plus the motion of a single particle of effective mass

myms

m1+m2
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and position r = x; — X3 in a central potential, V' (r), showing that the action may be rewritten in the form
1 <o 1 .
S = §(m1+m2)R —|—§,ur —V(x1 — x2)

Solve the Kepler problem completely. Begin with the Lagrangian L = T — V in spherical coordinates,

with the potential
K
V=—
r

Use any techniques of the preceeding sections to simplify the problem. Solve for both bounded and unbounded
motions.

Study the motion of an isotropic harmonic oscillator, that is, a particle moving in 3-dimensions in the
central potential

1
V= 5/{7"2

where r is the radial coordinate.

There is a great deal that can be said about central forces without specifying the force law further. These
results are largely consequences of the conservation of angular momentum. Recalling theorem 6.7, the total
angular momentum of a particle moving in a central potential is always conserved, and by theorem 6.8 the
resulting motion is confined to a plane. We may therefore always reduce the action to the form

S/(;mﬁz+ﬁﬁ)V@0dt

Moreover, we immediately have two conserved quantities. Since %—L = 0, energy is conserved,

1
E= 3m (7'“2 + r2¢2) +V(r)
and because ¢ is cyclic, the magnitude of the angular momentum is conserved,
J =mr’p

Using J to eliminate ¢ from the energy,

2

1
E = -mi? + +V(r
2 2mr? (r)
the problem is equivalent to a particle in 1-dimension moving in the effective potential

J2
2mr2

Ur)y=V(r)+

In general, orbits will therefore be of three types. Near any minimum, rg, of the effective potential U, there
will be bound states with some maximum and minimum values of r given by the nearest roots of

E-U(r)=0

If the energy is high enough that this equation has only one root, the motion will have (at most) one turning
point then move off to infinity. Finally, if there are no roots to £ — U = 0, the motion is unbounded with
no turning points.

From the conserved energy, we may reduce the problem to quadratures. Solving for %, we find

\/Z”/@Lm
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Alternatively, after solving for # we may divide by J = mr2¢, converting the solution to one for the orbit
equation, r (¢) :
dr dr/dt  mr? [2

dp = dgjii - T \NmETY

V2m dr

o = o A
J r*V(E—=U(r))

In keeping with the reduction to quadratures and our understanding of the general types of motion possible,

we now show that a time-dependent transformation of variables can regularize the central force problem by

turning it into an isotropic oscillator.

8.1 Regularization

We can regularize a physical problem if we can transform it smoothly into another problem with well-behaved
solutions. In the case of central potentials, it is always possible to transform the problem of bound orbits
into the isotropic oscillator. For certain of these transformations, notably the Kepler problem, there are no
singular points of the transformation.

8.1.1 [Euler’s regularization

Essential features of the regularizing transformation are evident even in the 1-dim case. The Euler solution
uses the substitutions
-2

r = -u
d 2 d
- — u’ji
dt dr
to turn the 1-dim Kepler equation of motion into the 1-dim harmonic oscillator. Thus,
d’z «
m—s = ——
dt? x2
becomes simply
d*u «
-
dr2 2m

Before moving to a proof for the general n-dim case, we note that more general transformations are
possible in the 1-dim case. Suppose we begin with an arbitrary potential, V (z)

v
a2 T da
Then substituting
v = f(u)
a _ 1d
dt — fldr
we have
1d1d dV (f (u))
L T e
Lddu _ V(W)
Nedrdr df
Cddu V(@)
drdr df du
d*u B dv (f (u))
" T T du
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If we choose f =V ! so that V (f (u)) = u® then the right side is just —u and we have
U = ugsinT

Thus, we may turn any one-dimensional problem into a harmonic oscillator! The catch, of course, is that
we have changed the time from t to 7, and transforming back requires a rather troublesome integral. For
instance, suppose V' is a power law, V = ax™ for any n. Then we choose

z=f(u)=ur

so that the time transforms as

n—2
0

dr = Zdtu’s
2

t —_n
% = /uQTdT

2-n . 2-n
= A= sin m wrdr

The integral involves an integer power of sinw7t only if n = —2,—-1,1,2.

In higher dimensions the regularizing transformation is complicated by the presence of angular momen-
tum. Still, the general proof is similar, involving a change of both the radial coordinate and the time. Once
again, more general potentials can be treated. To begin, we eliminate the angular momentum variables to
reduce the problem to a single independent variable. The only remaining difficulty is to handle the angular
momentum term in the radial equation.

Use Euler’s regularization to solve the 1-dim Kepler problem. First, carry out the Euler substitution
to derive the simple harmonic oscillator equation above. Then, to keep the calculation simple, take the
solution to the harmonic oscillator equation to be u = Ae*, where w = \/% , and invert the regularizing
transformation to solve the 1-dim Kepler problem. Check the answer you get by integrating the 1 -dim
Kepler equation directly.

8.1.2 Higher dimensions

Consider the general central force motion in any dimension d > 2. We begin from the action

1 dz® da?

where the x' are Cartesian coordinates and r = /d;;x'z7. We have shown that angular momentum is
conserved, and that the motion lies in a plane. Therefore, choosing polar coordinates in the plane of motion,
the problem reduces to two dimensions. With coordinates () in the directions orthogonal to the plane of
motion, the central force equations of motion are

d2z(a)
mgr =0
d?r do dp ,
m@ﬁqﬁﬁ)__vm
d(mr2ap)
R @0

We choose z(® = 0, and set J = mr2¢ = constant. Eliminating ¢, these reduce to the single equation

d2r J?
me 2
dt2  mr3

==V'(r) (40)
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Notice that now any transform of r will change the required form of the angular momentum term. What
works to avoid this is to recombine the angular momentum and force terms. We again start with

ro= S
d  1d
at — fldr
Then eq.(40) becomes ,
1 d 1 ,,du J 1dV
(3R - v = G W)
Rearranging, we have
d?u JRf ,dV
ar? w3 df
O JR dfdv
T om2f3 dudf
J? df av

m2f3du  du
To obtain the isotropic harmonic oscillator we require the combination of terms on the right to give both
the angular momentum and force terms of the oscillator:

J2 df  d J?
meS% - %V(f (u)) - m2u3 — ku
Integrating,
J? J?
—_— — 41
2m2f2+V(f(u)) 520 2—|— ku —|—2 (41)
If we define
J2
g(f) = 2m2f2 +V(f)

the required function f is

f=97" L ku+
2m2u? 2

Substituting this solution into the equation of motion, we obtain the equation for the isotropic oscillator,

md2—u — i = —ku
a2 mus
Therefore, every central force problem is locally equivalent to the isotropic harmonic oscillator. We shall
see that the same result follows from Hamilton-Jacobi theory, since every pair of classical systems with the
same number of degrees of freedom are related by some time-dependent canonical transformation.

The solution takes a particularly simple form for the Kepler problem, V' = —<. In this case, eq.(41)

becomes ~
L _ a _ L + lku2 + ¢y _
2m2f2  f 2m2u? 2 2]

Solving the quadratic for %, we take the positive solution




There is also a negative solution.
We may choose ¢ to complete the square under the radical and thereby simplify the solution. Setting

. WkJJ - a?m?
m J?

the positive solution for f reduces to

1 am? J
g L -
il +mfu+Ju

or
u

mvVku? + a}’f u+ %
The zeros of the denominator never occur for positive u, so the transformations f is regular in the Kepler
case.

The regularity of the Kepler case is not typical — it is easy to see that the solution for f may have
many branches. The singular points of the transformation in these cases should give information about the
numbers of extrema of the orbits, the stability of orbits, and other global properties. The present calculation
may provide a useful tool for studying these global properties in detail.

Consider the regularizing transformation when the radial potential is a power law, V = ar™. Show that
the solution for f (u) is given by the polynomial equation

af" " —h(u) f2+b=0

and find the form of the function h (u). What values of n allow a simple solution?

8.2 General central potentials

We now examine various properties of orbits for different classes of potential. The next exercise illustrates
one of the difficulties encountered in dealing with arbitrary potentials.
Consider the central potential

V=a@—ry)?

Show that this leads to the effective potential
J2

— 2p
U= 52 +a(r—rp)

1. Find the solution for circular orbits.
2. Add a small perturbation to the radial coordinate of a circular orbit, so that
r=1r9g+2x
where x << rg. Keeping the angular momentum M fixed, compute the frequency of radial oscillations.

3. Show that the frequency of small oscillations may be increased without bound by increasing p. Such
closed paths will have arbitrarily many extrema per orbit.

The multiplicity of oscillations per orbit is just one of the things that can happen in arbitrary central
potentials. In fact, general central potentials are just as general as arbitrary 1-dimensional potentials. If we
choose

i

2mr? V()

Vir)=

then a particle having J = Jy moves in the totally arbitrary effective potential U () = V (r). In the next
section, we explore some conditions which restrict the motion in two ways which are more in keeping with
our expectations for planetary motion, demanding one or more of the following:

96



1. At any given value of the energy and angular momentum, there is exactly one stable orbit.
2. Circular orbits of increasing radius have increasing angular momentum and increasing energy.

3. Perturbations of circular orbits may precess, but do not wobble — that is, the frequency of small
oscillations about circularity is no more than twice the orbital frequency.

Of course, there is no reason that orbits in nature must follow rules such as these, but it tells us a great deal
about the structure of the theory to classify potentials by the shapes of the resulting orbits.

As shown in the previous problem, some central forces allow an orbiting particle to wobble arbitrarily
many times while following an approximately circular orbit. On of the simplest constraints we might place
on potentials is that they should be monotonic. However, a simple counterexample shows that orbits in
monotonic potentials may have arbitrarily many extrema.

For a counterexample, consider motion in the potential

i

Vir)= 52 T Asinkr

Monotonicity requires the derivative to be positive definite, for all r,

J2
V' (r) = =2 + Akcoskr > 0
mr
2
This is easy to arrange by taking Ak small or n‘ljgg, large. Specifically, if we want many periods of kr per
orbit, we allow kr to take values up to
kr ~ Nm
for some large N. At the same time we require
J2
0o — Ak >0
mr

Combining these, there will be up to N periods of oscillation per orbit if

J2
702 > ANT
mr
. B
ANmz

which can always be satisfied by choosing A small. Now since the conserved energy for a central potential is

1
E = 3m (7% + 129 + V (1)
1 o, T
—mr
2 2mr?2

+V(r)
the motion occurs in an effective, single particle potential

J2
U=

2mr?

+V(r)
Substituting for V, the effective potential has minima when

J?2 J?
U=—" 4+~ 4 Akcoskr =0
mr3  mrd

Therefore, when the angular momentum J is equal to Jy the first terms cancel, leaving

Akcoskr =0
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Since kr may range up to N, this has N solutions. Therefore, monotonic potentials may have arbitrarily
many extrema at a given value of the energy and angular momentum. This means that a particle of given
energy might be found orbiting at any of N distinct radii.

3
7’[=<21+2>Z

%
2mr?

For the potential
+ Asinkr

with J = Jy, find the frequency of small oscillations about a circular orbit at r;.

8.3 Energy, angular momentum and convexity

Let us now take a more systematic approach. Consider again the energy and effective potential for circular
orbits:

0 = —LZ + V' (ro)
mry
E = 2;)];3 +V (ro)
Combining these results, and solving for £ and J?2,
J2 = w3V (r)
E = SV()+V()

Clearly we can find some values of E and J that give a circular orbit at any r. The problem of multiple
orbits at a given energy or angular momentum may be avoided if we demand that, as functions of r, both
J? and E increase monotonically. Then we have

dJ?
= = 3mr2V' + mr3V”
dr
= mr? 3V +rV") >0
dE 1 r
e _ 7‘// 7vl/ V/
dr 2 + 2 +

1
= SV V) >0

In both cases we find the condition
V"> fv’
r

When this condition is met at each r, then there can be only one circular orbit of a given energy and angular
momentum.

Check this for our oscillating example, V (r) = —2%52 + Asinkr. We have
3 3MZ 3
-V = - 2 — = Ak coskro
To mrg To
3ME
V' = — 2 — Ak? sin kro
mrg

98



so the condition requires

—Ak?sinkr > —%Akcoskr

krsinkr < 3coskr

While this condition is satisfied at each minimum, it cannot be true for all values of r, so the condition rules
out this potential.
Now consider perturbations around circular orbits. For a circular orbit the orbital frequency is

. J
w_mrg

Let » = rg + rox, with z << 1 so that expanding the energy to quadratic order,

1 J?
E+e = —mrji®+ ————— +V (rg+ro2)
2 2mr3 (14 x)
1 . J?
= 5mr%a:Z + o2 (1 — 2z + 3322)

1
+V (o) + V' (ro) rox + §V" (ro) rgx?
1 J? 3J° 1

c = 57711"(2)1':2 — m—rgz + V' (ro) rox + 22 %+ §V" (ro) rgx®
1 2.9 1 <3J2 2y/11 2
= —mrgr” + = +roV (7'0) x
2 2 \mrd

These perturbations therefore oscillate with effective mass mr2 and constant (3{1 -+ raVv” (To)) . 50 the
0

frequency of oscillations is given by

1 3.]2
2 2y /1
2 - =2 r2V" (r

mr% <m27'(2) 0 ( O))

Comparing to the orbital frequency, we have

3J2 1y
w2 . m2r§ + EV (TO)
»2 J?
¥ mard
_ 3 mré V//
- + J2 (TO)

Using the condition for minimal potential, J—zg =V’ (ry), this becomes
mro

w2 T
E:?)‘f' 0

V' (ro)

Vl/ (TO)

Finally, with the convexity condition
3
v (7”0) >——V (7‘0)
To

the ratio of frequencies is given by
7o

V7' (ro)

w
Ezg—‘r VN(TO)>O
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The second derivative condition is therefore the necessary and sufficient condition for the existence of simple
harmonic oscillations about circular orbits. To insure that these oscillations produce precession but not
wobble, we further require

2 ro

w
4> —=3 174 >0
Z + V7 (ro) (ro)
or -
To
-3< v <1
For a power law potential, V = ar™, this gives
V' = nar™!
V" = nn—1)a"?
-3 < (n=-1<1
-2 < n<2

Not surprisingly, any power law potential with n > —2 satisfies the energy and momentum conditions, but
there is an upper limit on n if we are to avoid wobble. As we shall see, this condition is closely related to
the condition for nonperturbatively stable closed orbits.

8.4 Bertrand’s theorem: closed orbits

We now consider a slightly different question: under what conditions do orbits close? We will restrict our
attention to power law potentials, proceeding by finding circular orbits, then finding the frequency of small
oscillations about those orbits. By comparing the frequency of small oscillations to the frequency of the
overall orbital motion, we can tell whether the motion closes.

For circular orbits in power law potentials

V =ar"
the energy and angular momentum given by,
J2
Ey = 0 ary
0 2mr§ +arg
J() = mr% L,b()

where ¢q is the frequency of the orbit. We also know that the motion occurs at a minimum of the effective

potential, so that
v Jb
U (ro) = nar)™ " — =0
( 0) 0 mrg’

Now consider small oscillations around the circular orbits. Let

= ro(1+x)

Yo (1+ax+,6’x2)
Ey+e¢

= Jo+J

N e S
Il

where we assume
T <<1

First consider angular momentum. We have, to quadratic order in z,

J = Jo+J
= mripo (1+2m+x2) (1+am+ﬁxg)
j o= mripo ((2+a):1c+ (14+2a+pP) x2)
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Since j must be constant while x = x (t) , we must have

j =0
a = =2
g =3

The value of the angular momentum is unchanged,
J=Jy= mrggbo
while the angular velocity acquires small, time-dependent corrections
¢ = ¢o (1 — 2z + 32?)

Expanding the energy to second order in small quantities, we have

1 J? n
Eg+e = —mi’+ ———— +ar) (1+x)

2 2mr3 (1 + )
o 1 2.2 Jg 1 2 3 2 n 1 1 1 2
= mnpd +2mr2( — 2z + 32°) + ar —|—nx—|—2n(n— )z

0
_ 1 2.2 Jg n ‘]g n
= 2mr0x +2mr%—|—ar0—|— mr%—b—naro T
32 1 n
+<2m23+2n(n—1)ar0)x2

Using the value of Ey and the condition for a minimum of the potential, the constant and linear terms cancel.
2

. J
n __ 0
Replacing narf = w2 leaves

1 S W
£ = §m7°8x2 + imi'r(z) (3 + (n — 1))$2
This is clearly the energy for a simple harmonic oscillator with effective mass

2

H = mTg
and constant
J2
k=(n+2)—%
mrg
and therefore of squared frequency
k
w o= =
I
i
= 2
(n+2) o
= (n+2)

The orbits will close after g circuits if w is any rational multiple, £ of (g, for non-negative integers p and q.

) q
This occurs when

3

|
T RIS
[N} [ ¥

I

[\

101



When ¢ = 1, each single orbital sweep is identical. In this case we have

n = p2—2
e {-2,-1,2,7,14,...}

Notice that we have computed the frequency of small oscillations only to lowest order, and that at the same
order the orbital frequency is still ¢g:
¢ =¢o (1 — 22+ 32%) ~ ¢

It can be shown that the n = —2 case allows no bound orbits at all, and second, that unless n =2 or n = —1,
the result holds only for orbits which are perturbatively close to circular, while orbits deviating nonpertur-
batively fail to close. The conclusion is therefore that generic orbits close only for the Kepler/Coulomb and
Hooke’s law potentials

V =

Sle

vV = ar?

This result is Bertrand’s Theorem. A complete proof requires keeping additional terms in the perturbative
expansion.
Study motion in a central potential V = —-%. Prove the following:

1. There are no bound orbits.

2. Orbits which initially increase in distance from the center of force continue to spiral to infinity. Find
an expression for the angle as a function of time, and find the limiting angle as ¢ — oc.

3. Orbits which initially decrease in distance from the center of force spiral inward, reaching the center
in a finite amount of time. During this finite time, the angle increases without bound.

8.5 Symmetries of motion for the Kepler problem

Recent decades have seen new techniques and revivals of long-forgotten symmetries of the Kepler problem
([32],[33]). The best-known rediscovery concerning the Kepler problem is that in addition to the energy, E
and angular momentum,

1
E = 5m)’(2—%
L = rxp (42)

the Laplace-Runge-Lenz vector ([34], [35], [36], [37]) is conserved.

Keplerian orbits can be described completely in terms of six initial conditions, and since one of these is
the initial position on a given ellipse, only five remain among the seven degrees of freedom in the energy,
angular momentum and Laplace-Runge-Lenz vector [38]. Two constraints — the orthogonality of A and L,
and a relationship between the magnitudes A, L and F — give the correct count. Of course, these three
quantities are not the only set of constants we can choose. A number of fairly recent authors ([39], [40], [41],
[3] have identified a simpler conserved vector quantity, which (lacking evidence for an earlier reference) we
will call the Hamilton vector [42], which may be used to replace either A or L.

To begin our investigation, consider the time rate of change of the angular unit vector ¢, given by

Qp = —ising +jcosgp
do . 3. .
7 = TWpcosp—jpsing

102



Using the force law and the angular momentum, we can write this as

g
dt

where

is Newton’s gravitational force. By the law of motion, we have

dp
> _r
o = f)
SO we may write
dp _ L dp
dt  ma dt
or simply
4 (p-"%%) =0
a\PT L)

This provides a conservation law for Kepler orbits. We define Hamilton’s vector,

h=p——¢
p I ¥
as the conserved quantity.
An alternative conserved quantity, the Laplace-Runge-Lenz vector, is given by the cross product of h
with the angular momentum,

A = hxL

The Laplace-Runge-Lenz vector, the Hamilton vector and the angular momentum form a mutually orthogonal
basis.
Show that
LxA

is parallel to h and find the proportionality constant.
Check directly that % = (. Choose coordinates so that the motion lies in the zy plane with the perihelion
on the x axis. Show that the Laplace-Runge-Lenz vector points in the direction of perihelion.

Hamilton’s vector may be used to find the motion of the system. We follow a proof due to Munoz [3].
Let motion be in the xy-plane and choose the perihelion of the orbit to occur at time ¢t = 0 on the z-axis.
Then the initial velocity is given by A

VvV = 'U()(ﬁ = ’Uoj
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Then at t =0,

h = ——
mv = ——
. may ¢
- (o )3
At an arbitrary time, dotting h with ¢ gives
am
h-¢ = CP— —
2 pr¢=—r
( . ma) & am
mropg — — Jcos¢p = mro — —
040 7 P I
or replacing ¢ = #,
L @ " L ma
— —— ]cos¢p = ———
70 L T L
mao n 1 o é 1
—_— — — —|cos¢p = -
L2 ro L2 T
or )
L
. /ma
1+ (mLar“TO - 1) cos ¢
as usual. In terms of the initial energy
1
E = imrggbg _ 2
L2
E = I
2mrg 1o
L2
0 = )
2mrg 1o
1 at/a? + 45
o 212
"o 2m
= oma (g 2R
L2 ma?
Defining
L2
T = —
maq
2EL2
e = 1+ —
mao

The motion is therefore given in terms of the energy and angular momentum by

T'm

— 43
" 14+ ecosyp (43)

These curves are hyperbolas, parabolas and ellipses, all of which are conic sections, that is, curves that arise
from the intersection of a plane with a cone.
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8.5.1 Conic sections

We can characterize the conic sections as follows. Consider a cone aligned along the z axis with its vertex

at the origin,
z = ayv/x? + y?

A plane with closest approach to the origin given by a fixed vector a consists of all vectors, x — a, from a
which are orthogonal to a,
(x—a)-a=0
Because the cone is rotationally symmetric, we can choose a to lie in the xz plane without any loss of
generality. With a = (a,0,b), the plane is given by
ar + bz = a® + v?
Solving for z and substituting into the equation for the cone, we have
1 2
2% = 02 (a2+b2 —ax) =a? (x2+y2)
Setting d = a? + b? and ¢ = a?b? and simplifying,
(c — a2) 2% + cy® 4 2adx = d?

2

When ¢ = a2, this is the equation of a parabola. When ¢ — a? is nonzero we can set e = ++/|c — a?| and

B = sign (c — a2) , and rewrite the equation as

2 2
/B(em—kw:(i) +cy2:d2+(2ﬂ€ad>

In this form we recognize the equation for an hyperbola when 8 = —1 and an ellipse when § = +1.

When an ellipse is centered at the origin, we may write its equation in the simpler form
2 2
x
— + L =1
a b2

To derive this form from the equation for a Kepler orbit we must convert eq.(43) from r and ¢, which are
measured from one focus of the ellipse, to Cartesian coordinates measured from the center. The full range
of r from rpiy at @ = 0 to Tmax at ¢ = 7 gives the semi-major axis d = 2a as

T'm
aqQ = —
1—¢2

while the maximum value of y gives the semiminor axis
r7n
b = —
V1—¢g?

It is then not hard to see that the coordinates of any point are given by

T'm SIN @

4 1+ ecos ¢
T'm COS @
r = ea+ ——
1+ ecos ¢

Then we compute:

xinryj 1—e2\? ca+ 7' COS @ 2+1—52 7' SIN @ 2
a? = b2 T 1+ ¢ecos¢ r2, 1+ecos¢
1
= m((s(l—l—scosd))—i—(1—52)(:08(;5)24—(1—52)sin2¢>)
€ oS
= 1

105



so the orbit is an ellipse.
Show that the Laplace-Runge-Lenz vector points in the direction of perihelion and has magnitude Emr.
Show that when € > 1, the orbit formula, eq.(43 ), describes hyperbolas.

8.6 Newtonian gravity

Newtonian gravity provides the simplest example of a field theory. We begin with the potential of an
infinitesimal point mass, dm,

G
V=——dm
T
Now, if we have a continuous distribution of mass, p (x’) we can characterize the potential additively. For
each volume d®z’ we have mass
dm = p (x') d*x’
The infinitesimal contribution to the potential at a point x due to dm at point x’ is then
Gp (x/

x—x

and the total potential at x is
o Gp (X/) d?’x/

[x — x|

¢ (x) =
Applying the Laplacian to ¢, we have

v2¢ (X) _ 7v2 Gp (X/) de/

[x — x|
— / Gp (x') [ V2 ! d*x’
x —x'|
We now show that the Laplacian gives a Dirac delta function,

21 _ —476% (x — X')

x—x|

Without loss of generality, look at x’ = 0, and define the sequence of functions

1
fa (X_X/) = V?
\/|x—x’\2—|—a2
1
2
a\X ==
fu () e
We want to show that 1

First, for r # 0,

I
|
To‘*—‘
S
7N
—
=
()
+ =
Q S
()
S—
W
~
[ V]
~_
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Now, for the integral

1 3

I = lim X) V2 ——d%r
Jim [ g (x) e
" 1 > 1
= lim g(x) V2—=d’r + lim g (x) V2 d*r

a—oo Jq \/r2 + a2 a—oo Jp /12 + a2
R
1
— 1 2 1
= ah—>n(}o ; g(x)V — Jim

The second integral is bounded by

o0 o0
lim 3a2/ L)Sz?gdrd() < lim 3a2/ &;c)drdQ
a— 00 R (712 + a2) / a— 00 c r
3@2 e’}
< lim —/ g (x) drdQ
a—00 R3 R

=0

since g, being a test function, has finite integral. For the first integral,

R
1
I = lim X) V2 ——d3r
a—oo Jq g( ) 1//,~2_;'_(12
R 2
3a
= —g(0) lim e — £
a—oo [ (7’2+CL2)5/2
£ 3 2
= —4mg(0) lim Lmﬂdr
a—oo [ (r2—|—a2)

and integrating directly,

R 2 R 2
3
/ o 572 r?dr = 3a® / S 572 dr
o (r2+a?) o (r?+a?)
_ 32 /R a®tan? 6 adf
0 (a?tan®f + a2)5/2 cos? ¢

-1 R
a

tan
= 3/ sin? 0d (sin 0)
0

R
= sin® (tan1 )
a

RB
(R? + a2)3/2

so that
R 2
alLI{:O g (%) Vzﬁd?’r = —4mg(0) alirx;o ; (712_322)5/27'
R3
= —4wg(0) alingo W
= —d4mg(0)
and finally

1
§(x)= lim f, (x)= lim V?——
( ) a—»oof ( ) a— 00 ‘/T2+a2
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Applying this to the gravitational potential,

/
Vip(x) = V? Gpi(xl)d?’x'
[x — x|

- / Gp(x')4ns ( x —x')d®2’
= —4rGp(x)

This is now a field equation for the gravitational potential ¢ :
V26 (x) = —47Gp (x)

Defining the gravitational field,
g(x) =-Vo(x)

we may write

V-g(x) =4rGp(x)

and using Stoke’s theorem, we see that Gauss’ law applies to the gravitational field:
% g(x)-ndx = / V3¢ (x) d3x
s %

= 747rG’/p(x)d3x
1%
—4’/TGMV

That is, the integral of the normal component of the field over the closed boundary surface S of a volume V/
is equal to —47G times the total mass contained in that volume.

Use Gauss’ law to find the potential inside and outside a uniform spherical ball of total mass M. Prove
that the gravitational field at any point outside the ball is the same as it would be if the mass M were
concentrated at a point at the center.

Notice that the gravitational field equation,

Vg (x) = 47Gp (x)

is independent of time, so that changes in the field are felt instantaneously at arbitrary distances. We might
try to fix the problem by including time derivatives in the equation for the potential,

1029 (x,t)

B c2 ot2 + VQ(b (X? t) = _47TGP (Xa t)

Show that, in empty space where p = 0 this equation permits gravitational wave solutions.

9 Constraints

We are often interested in problems which do not allow all particles a full range of motion, but instead
restrict motion to some subspace. When constrained motion can be described in this way, there is a simple
technique for formulating the problem.

Subspaces of constraint may be described by relationships between the coordinates,

f (mi,t) =0

The trick is to introduce f into the problem in such a way that it must vanish in the solution. Our
understanding of the Euler-Lagrange equation as the covariant form of Newton’s second law tells us how to
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do this. Since the force that maintains the constraint must be orthogonal to the surface f = 0, it will be in
the direction of the gradient of f and we can write

doL 9L _Of

dt ozt 9zt Oxi

where A = A (xi, i, t) determines the amplitude of the gradient required to provide the constraining force.
In addition, we need the constraint itself.

Remarkably, both the addition of A g jl and the constraint itself follow as a variation of a slightly altered
form of the action. Since f itself is independent of the velocity, the simple replacement of the action by

S:/(L—i—)\f)dt

means the the variation of S now gives

55:/(( d oL + oL +Aaf>5xi+f5A>dt

S dtoxt | 9zt g

where we treat A as an independent degree of freedom. Thus, the variation é\ is independent of the n
coordinate variations dz* and we get n + 1 equations,

_doL oL  of
dtoit ' 9zt | "oz
0 = f

These are exactly what we require — the extra equation gives just enough information to determine .

Thus, by increasing the number of degrees of freedom of the problem by one for each constraint, we
include the constraint while allowing free variation of the action. In exchange for the added equation of
motion, we learn that the force required to maintain the constraint is

7 ) — 17
Fconstraznt )‘g (93?i

The advantage of treating constraints in this way is that we now may carry out the variation of the coordinates
freely, as if all motions were possible. The variation of A, called a Lagrange multiplier, brings in the constraint
automatically. In the end, we will have the N Euler-Lagrange equations we started with (assuming an initial
N degrees of freedom), plus an additional equation for each Lagrange multiplier.

When the constraint surface is fixed in space the constraint force never does any work since there is never
any motion in the direction of the gradient of f. If there is time dependence of the surface then work will be
done. Because f remains zero its total time derivative vanishes so

_ 4

0=
_Of dat of
9t dt ot

or multiplying by Adt and integrating,

_ [0 i [,0f
Wf//\axidasf /)\atdt

Thus, the Lagrange multiplier allows us to compute the work done by a moving constraint surface.
As a simple example, consider the motion of a particle under the influence of gravity, V = mgz, con-
strained to the inclined plane

f(z,2)=z—2xtanfd =0
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where 6 is a fixed angle. We write the action as

1
S = / <2m>'c2 —mgz+ A(z — xtan@)) dt
Because y is cyclic we immediately have
Py = My = mug, = const.

so that
Y = Yo + voyt

We also have conservation of energy,
1
E = 5m>’<2 +mgz — A(z — xtanf)

Varying x, z and A we have three further equations,

0 = mi+ Atanf
0 = mZ+mg—A\
0 = z—axtanf
We also have conservation of energy,
1
E = im)'cz +mgz — A(z — xtanb)

1 .,
= imx +mgz

This shows that for this example the constraint contributes no energy.
To solve the x and z equations, we must eliminate \. Differentiate the constraint equation twice. Then,
subtracting m times the result from the weighted difference of the x and z equations,

0 = tand(mi+ Atanf) — (mZ+mg— A) +m (2 — Ztanb)
= Mtan?6 —mg+ A

e >\ —
cos2 0 mg

giving
A =mgcos? 6
so in this case, A is constant. Replacing A in the x and z equations gives
0 = &+ gcosfsinf
0 = %+4gsin®0

From this we immediately find x and z separately:

1
T = xg+ vyttt 3 cos 0 sin Ogt>
1
z = zg+vg.t— 5 sin? Ogt?
The constraint force is given by
, L Of
F* = AW —
9" B

mgcos? 6 (—tan 6,0, 1)

mgcosf (—sinb, 0, cos )
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Notice that the magnitude is mg cos 8 as expected. Moreover, since the vector
w' = (1,0, tan 6)
is parallel to the surface of the plane, we check that

w;F* = (1,0,tanf) - mgcosf (—sin 6, 0, cos 0)
-0

so the direction is perpendicular to the surface.
Work the following problems using Lagrange multipliers.
Work the inclined plane problem directly from Newton’s second law and check explicitly that the force
applied by the plane is
F' = mgcosf (—sin6,0,cos )

Repeat the inclined plane problem with a moving plane. Let the plane move in the direction
Ui = (vla 07 ’U3)

Find the work done on the particle by the plane. For what velocities v* does the particle stay in the same
position on the plane?

A particle of mass m moves frictionlessly on the surface z = kp?, where p = /22 + 32 is the polar radius.
Let gravity act in the —z direction, F = —mgk. Find the motion of the system.

A ball moves frictionlessly on a horizontal tabletop. The ball of mass m is connected to a string of length
L which passes through a hole in the tabletop and is fastened to a pendulum of mass M. The string is free
to slide through the hole in either direction. Find the motion of the ball and pendulum.

Study the motion of a spherical pendulum: a negligably light rod of length L with a mass m attached to
one end. The remaining end is fixed in space. The mass is therefore free to move anywhere on the surface
of a sphere of radius L, under the influence of gravity, —mgk.

1. Write the Lagrangian for the system.
2. Identify any conserved quantities.

3. Use the conservation laws and any needed equations of motion to solve for the motion. In particular
study the following motions:

(a) Motion confined to a vertical plane, of small amplitude.
(b) Motion confined to a vertical plane, of arbitrary amplitude.

(¢) Motion confined to a horizontal plane.

4. Beginning with your solution for motion in a horizontal plane, study small oscillations away from the
plane.
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10 Rotating coordinates

It frequently happens that we want to describe motion in a non-inertial frame. For example, the motion of
a projectile relative to coordinates fixed to Earth is modified slightly by the rotation of Earth. The use of a
non-inertial frame introduces additional terms into Newton’s law. We have shown that the Euler-Lagrangian
is covariant under time-dependent diffeomorphisms,

' =at (yj , t)

To study this case, let 2% be a Cartesian coordinate in an inertial reference frame, and let y* rotate relative
to . Let ' ; (t) be the rotation taking y’ to z*, so that

where R'R = 1. Before proceeding, we need the explicit form of the rotation matrices R’ j (t).

10.1 Rotations

Let R’ ; be an orthogonal transformation, so that R*R = 1 and let the rotating coordinates 3 be related to
inertial (and by definition non-rotating) coordinates z* (t) = x% (0) by eqs.(44). After an infinitesimal time
dt, , , '
Yy (dt) = a* 4 o’
where dz? is proportional to dt. In Section 6.2.2 we showed that the change of 2’ under such an infinitesimal
rotation can be written as
srt = £ jkwjdt zk

I@i kxk

where the parameters w’ are arbitrary. Setting

widt = nfwdt = n'dyp
the magnitude w and angle ¢ may be functions of time, but we assume the unit vector n’ is constant.
Computing the effect of many infinitesimal rotations, we can find the effect of a finite rotation,

R(t) = lim (5 + fde)"

where
(8 + Bdyp)"
means the n*" power of a matrix. Expanding this power using the binomial theorem,

i _ . S n! n—k k

n—oo

nde—e¢ L—Q

n _1 —2)... (1= k=L

nde—¢ L—Q

=1

= ZE (/&P)k

k=0
= exp(By)
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Finally, substituting the expression for the generator gives
R, (t) =exp (—¢' jknjgo) z*
We can evaluate the exponential by finding powers of the Levi-Civita tensor.

. EAK .
? J _ J -k l
|:(Ejkn 30) :| - 90 E jkn g imM

= —p (cﬁn—nmni)

Then
()] = = (0l = ) ™
= —¢* (&' ;0! —emjnn’n™n’)
= —p3ct jnnj

This pattern repeats, so that we can immediately write the whole series. Separate the magnitude and
direction of w* as w® = wn'. Then

R, (t) = exp(—¢' pnlp)
- ii [( x') ]
— (2n)! J k
o0 1 n
72—30 on +1)! {(Eﬁknjﬂﬁf H] K
= S+ %)1 (=¢")" (6 — n'ny)
e 1 2\ i
_§(2n+1)! ( ® ) wt(s ]k:n)
= 6 — (0 —n'me) + (8, —n'ni) Y (—(12)@? :
n—0

) 2n+1
_ct J
L Z 2n+1

_ % % J o
= n'ng+ (5k n nk) cosp —e' jpn! sing
and the transformation of =’ is

y'(t) = R (t)a"

= ninga® + (5}C — nlnk) zF cosp — ¢! jknjxk sin ¢
where ¢ is an arbitrary function of time. In vector notation,
y=(m -x)n+ (x—(n-x)n)coswt — (n X x) sinwt

This is an entirely sensible result. The rotating vector has been decomposed into three mutually orthogonal
directions,
n,(x—(n-x)n),nxx
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which are, respectively, along n, in the nx plane and orthogonal to n, and orthogonal to both x and n. The
part of y parallel to n is equal to the projection of x parallel to n while the motion clearly rotates the plane
orthogonal to n. To see this more clearly, choose n in the z direction, n = k. Then y is given by

Y1 coswt —sinwt 0 T
Y2 = sinwt coswt 0 To

corresponding to a right-handed rotation about the z-axis.

Show that for a general rotation R’ ;j (w,n, ), n gives the axis of rotation while wt is the angle of rotation
at time ¢.

We will also need the rate of change of R* ; (n, ). From

R, (t)=exp (¢ ;w't)

we see that

d i i \1? m dp
%R p o= —lexp (=" jnly)] € jknja
= —-R' ,&" jknjw
Show that the velocity %’ is given by
d
y=R (d)t( —w X X)
Take another derivative to find ¥.
Suppose both n? and w depend on time. Show that:
dy'i - ; dz™ m p X
E = R m (dt +¢€ jkn wx
dn’ d o dnd
+ <( ch ng +nZZ€) (1 —cosgp) + ¢ jde; singp) ¥

10.2 The Coriolis theorem

Let’s look at the metric and Christoffel symbol more closely. The metric term in the action is really the
kinetic energy, and there may be more kinetic energy with ¢’ than meets the eye. For z° we have

1 .
T = fmSijilﬁnJ
2

Now, with gy’ rotating, we get
. dz
T = —

1 7 j
d ([R I v )

dt

. dy  d[R7Y

_ oy T
J o dt dt

We show below that if the rotation is always about a fixed direction in space then

d

£Ri o= —RE™ W
d[R-1" : ,
[ dt] £ o= [Ril] memjkwj



SO

o= [Rfl]i _jyj + [Rfl]i msm jkwjyk
= [RT]" e ety)
The kinetic energy is therefore

T

%méijﬁcidtj
1 i i , ,
= gmdy [R] IR (7 e ) (57 e je’y)

3M0mn (7 4™ j’yt) (57 + " 'y’

and this is not purely quadratic in the velocity! Nonetheless, the equation of motion is the Euler-Lagrange
equation. Setting L =T — V| we have

d . 4 v . ;
%mémi (ym 4™ jkw]yk) + 6yl + MOmn (ym 4 em jkwjyk> (Sn liwl) - 0
. j - . . , ; ov
m (yi + EijkWJyk + Eijkwjyk — epuw'y™ — ™ jkgmliwleyk) + 673/1 = 0

v

m (yz + 25ijkwjyk + sijkwjyk —em jk€mz¢wleyk) + oy

Writing the result in vector notation, we have

d2
m%+2m(wxy)+md) Xy+mwxX (wxy)=F
Alternatively, we may write
d?y . .
mﬁ:F—%n(wxy)—mwxy—mwx (wxy)

and think of the added terms on the right as effective forces. This is the Coriolis theorem.

The meaning of the various terms is easy to see. The last term on the right is the usual centrifugal force,
acts radially away from the axis of rotation.

The second term on the right, called the Coriolis force, depends only on the velocity of the particle. It
is largest for a particle moving radially toward or away from the axis of rotation. The particle experiences a
change in radius, and at the new radius will be moving at the wrong speed for an orbit. For example, suppose
we drop a particle from a height above the equator. At the initial moment, the particle is moving with the
rotation of Earth, but as it falls, it is moving faster than the surface below it, and therefore overtakes the
planet’s surface. Since Earth rotates from west to east, the particle will fall to the east of a point directly
below it.

The third term applies if the angular velocity is changing. Suppose it is increasing, w is in the same
direction as w. Then the particle will tend to be left behind in its rotational motion. If Earth were spinning
up, this would give an acceleration to the west.

11 Inequivalent Lagrangians
One of the more startling influences of quantum physics on the study of classical mechanics is the realization

that there exist inequivalent Lagrangians determining a given set of classical paths. Inequivalent Lagrangians
for a given problem are those whose difference is not a total derivative. While it is not too surprising that a
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given set of paths provides extremals for more than one functional, it is striking that some systems permit
infinitely many Lagrangians for the same paths. There remain many open questions on this subject, with
most of the results holding in only one dimension.

To begin our exploration of inequivalent Lagrangians, we describe classes of free particle Lagrangians and
give some examples. Next we move to the theorems for 1-dim systems due to Yan, Kobussen and Leubner
([12], [13], [14], [15], [16]) including a simple example. Then we consider inequivalent Lagrangians in higher
dimensions.

11.1 General free particle Lagrangians

There are distinct classes of Lagrangian even for free particle motion. We derive the classes and give an
example of each, noting how Galilean invariance singles out the usual choice of Lagrangian.
The most general velocity dependent free particle Lagrangian is

S:/f(v)dt

We assume the Cartesian form of the Euclidean metric, so that v = 1/d;;v%v7. The equation of motion is

dof
dt ovt
so the conjugate momentum
a.f /Ui
pi = 8’Ui - f ;

is conserved. We need only solve this equation for the velocity. Separating the magnitude and direction, we
have

vo_ o
p
-1
vo= g=f1" @
This solution is well-defined on any region in which the mapping between velocity and momentum is 1 — 1.
This means that velocity ranges may be any of four types: v € (0,00),(0,v1), (v1,v2), (v1,00) . Which of
the four types occurs depends on the singularities of fv’/v. Since v?/v is a well-defined unit vector for all
nonzero v;, it is f/ which determines the range. Requiring the map from v; to p; to be single valued and

finite, we restrict to regions of f’ which are monotonic. Independent physical ranges of velocity will then be
determined by each zero or pole of f’. In general there will be n + 1 such ranges:

v € [0,v1), (v1,v2),..., (v, 00)

if there are n singular points of f/. Of course it is possible that v;1 = 0 (so that on the lowest range,
(0,v2), zero velocity is forbidden), or v;1 = oo so that the full range of velocities is allowed. Within any of
these regions, the Hamiltonian formulation is well-defined and gives the same equations of motion as the
Lagrangian formulation.

Thus, the motion for general f may be described as follows. Picture the space of all velocities divided into
a number of spheres centered on the origin. The radii of these spheres are given by the roots and poles of f’.
Between any pair of spheres, momentum and velocity are in 1 — 1 correspondence and the motion is uniquely
determined by the initial conditions. In these regions the velocity remains constant and the resulting motion
is in a straight line. On spheres corresponding to zeros of f’, the direction of motion is not determined by
the equation of motion. On spheres corresponding to poles of f, no solutions exist. It is amusing to note
that all three cases occur in practice. We now give an example of each.

First, consider the regular situation when f’ is monotonic everywhere so the motion is uniquely determined
to be straight lines for all possible initial velocities. The condition singles out the case of unconstrained
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Newtonian mechanics. this is the only case that is Galilean invariant, since Galilean boosts require the full
range of velocities, v € [0, 00).

When f’ has zeros, we have situations where a complete set of initial conditions is insufficient to determine
the motion. Such a situation occurs in Lovelock, or extended, gravity, in which the action in d-dimensions
(for d even) is a polynomial in the curvature tensor. The general Lovelock theory is the most general
curved spacetime gravity theory in which the field equations depend on no higher than second derivatives
of the metric [17]. In general, the field equations depend on powers of the second derivatives of the metric,
whereas in general relativity this dependence is linear. Among the solutions are certain special cases called
“geometrically free” [18]. These arise as follows. We may factor the action into a product which, schematically,
takes the form

/2 )

_ akby _ = ar b sbr sak cidi-cq/adg)o

S = / H (R crdy 2ak (5% 5dk 5Ck§dk)> €aibi--aaszbasn® et
k=0

where R .q 18 the curvature tensor and oy, are constants. Suppose that for all £ = 1,...,n for some n in
the range 2 < n < d/2, we have
ap =«

for some fixed value «.. Then the variational equations all contain at least n — 1 factors of

Rak bk

Ck dk

1 b sbi sax
— o (gl — abazt)
Therefore, if there is a subspace of dimension m > d — n + 1 of constant curvature
ROk b _ 1 5k 6bk 6bk: 5ok
cpdr ia ck Ydy, — YerYdy

for a,b = 1,...,m, then the field equations are satisfied regardless of the metric on the complementary
subspace. This is similar to the case of vanishing f’, where the equation of motion is satisfied regardless of
the direction of the velocity,

Vi

pi=f—=0
v

as long as v, but not v;, is constant.

Finally, suppose f’ has a pole at some value vy. Then the momentum diverges and motion never occurs
at velocity vg. Of course, this is the case in special relativity, where the action of a free particle may be
written as

S = /padxa
= —/Edt—kpidxi
/ 2
= —ch/ 1-— U—th
c
With f(v) = —me?y/1 — 2—27 we have
mu

fr= -

_ v

c2

with the well known pole in momentum at v = c.
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11.2 Inequivalent Lagrangians

The existence of inequivalent Lagrangians for a given physical problem seems to trace back to Lie [19].
Dirac (]|20],[21]) was certainly well aware of the ambiguities involved in passing between the Lagrangian
and Hamiltonian formulations of classical mechanics. Later, others ([22],[23],[24],[25]), identified certain
non-canonical transformations which nonetheless preserve certain Hamiltonians. A specific non-canonical
transformation of the 2-dim harmonic oscillator is provided by Gelman and Saletan [26]. Bolza [27] showed
that independent Lagrangians can give the same equations of motion, and a few years later, Kobussen [12],
Yan ([13],[14]) and Okubo ([28],[29]) independently gave systematic developments showing that an infinite
number of inequivalent Lagrangians exist for 2-dim mechanical systems. Shortly thereafter, Leubner [16]
generalized and streamlined Yan’s proof to include arbitrary functions of two constants of motion.
Leubner’s result, the most general to date, may be stated as follows. Given any two constants of motion,
(a, B) , associated with the solution to a given 1-dim equation of motion, the solution set for any Lagrangian

of the form
L(z,it) = / r-v
d(a,p)

v
o 1
+/xof(x’y7t)’l}0‘ 8(U,t>

is the Jacobian, includes the same solutions locally. Notice that oz and [ are arbitrary constants

(o, B)
9 (0. 1) ‘ v
ds

di + == 15
v (45)

where ‘ %((01‘)’7?))

of the motion — each may be an arbitrary function of simpler constants such as the Hamiltonian. We argue
below that in 1-dim the solution sets are locally identical, though [16] provides no explicit proof. In higher
dimensions there are easy counterexamples.

We illustrate a special case of this formula, of the form

[P K (z,0)
L(z,v) = x/ Tdv (46)
where K is any constant of the motion of the system. This expression is valid when the original Lagrangian

has no explicit time dependence. Following Okubo [29], we prove that eq.(46 ) leads to the constancy of K.
The result follows immediately from the Euler-Lagrange expression for L :

doL 9L _ i(/ K(U:z;,v)dv+iK(fE,x)>_i/ 10K (xv)

dt 9i Oz 02
i 0K (z, ) . 0K (z, 1)

T Oz ox
_ 1dK (a,d)
T dt

Therefore, the Euler-Lagrange equation holds if and only if K (z, ) is a constant of the motion.

The uniqueness in 1-dim follows from the fact that a single constant of the motion is sufficient to determine
the solution curves up to the initial point. The uniqueness also depends on there being only a single Euler-
Lagrange equation. These observations lead us to a higher dimensional result below.

It is interesting to notice that we can derive this form for L, but with K replaced by the Hamiltonian,

by inverting the usual expression,
.OL

0%
for the Hamiltonian in terms of the Lagrangian. First, rewrite the right side as:
oL
H = &t—-1L
Y oi

N 0@ \ &
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Now, dividing by & and integrating (regarding H as a function of the velocity) we find:

L:fc/ Mdv
v

The remarkable fact is that the Hamiltonian may be replaced by any constant of the motion in this expression.
Conversely, suppose we begin with the Lagrangian in terms of an arbitrary constant of motion, K, according

to eq.(46), .
L (x,v) :i:/ de

Then constructing the conserved energy,
oL

e
x@x

- ([ B ) [ EG,,

= K(x,2)

E (x,p)

we arrive at the chosen constant of motion! This proves the Gelman-Saletan-Currie conjecture [26]: any
nontrivial time-independent constant of motion gives rise to a possible Hamiltonian. Proofs of the conjecture
are due to Yan ([13],[14]) and Leubner [16].
The conjugate momentum to x constructed according to eq.(46) is
. 0L
P= 5i

:a</va>

/ K:EU K(ghc,dc)

Of course, if K = m:c +V, both H and p reduce to the usual expressions.
The simple harmomc oscillator suffices to illustrate the method ([30],[31]). Since the energy, E = smv?+
%k:L‘Q, is a constant of the motion so is H?, so we write

1. (%1
L = ix/ — (m2v4 + 2kmv?a? + k2m4) dv
v

1 1 1
= —m?i* + Zkmi?2? — — k%2t

12 2
The Euler-Lagrange equation resulting from L is

doL oL
dt 0z  Ox

d (1
= < m2i® + kmg'cx2> — (km:'v%c — k2x3)

0 =

dt
= (mé + kz) (mi® + ka?)

Either of the two factors may be zero. Setting the first to zero is gives the usual equation for the oscillator,
while setting the second to zero we find the same solutions in exponential form:

T = Aeiwt +B67iwt
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11.2.1 Are inequivalent Lagrangians equivalent?

Inequivalent Lagrangians have been defined as Lagrangians which lead to the same equations of motion but
differ by more than a total derivative. For the simple case above, the cubic order equation of motion factors
into the energy times the usual equation of motion, and setting either factor to zero gives the usual solution
and only the usual solution. However, is this true in general? The Yan-Leubner proof shows that the new
Lagrangian has the same solutions, but how do we know that none of the higher order Lagrangians introduces
spurious solutions? The proofs do not address this question explicitly. If some of these Lagrangians introduce
extra solutions, then they are not really describing the same motions.

Suppose we write,
L:U/ f(ag,f))df

where « is any constant of the motion. Then we know that the Euler-Lagrange equation is satisfied by the
usual equation of motion. But what is the Euler-Lagrange equation? We have shown that

doL 0L  1dK (x,i)
dtor dr @ dt
1 da(z, @)
@ dt

Setting this to zero, we have two types of solution:

fila) =0

da

dt

If spurious solutions could arise from motions with f’ = 0, those motions would have to stay at the critical

point, ag say, of f. But this means that o = «p remains constant. Therefore, the only way to introduce

spurious solutions is if % = 0 has solutions beyond the usual solutions. This may not be possible in one

dimension. Finally, the inverse of the equation « (x,t) = ap may not exist at critical points, so the theorem
must refer only to local equivalence of the solutions for inequivalent Lagrangians.

11.3 Inequivalent Lagrangians in higher dimensions

It is of interest to extend the results on inequivalent systems to higher dimension. Presumably, the theorems
generalize in some way, but while one dimensional problems may be preferable “for simplicity” [16], this
restricted case has many special properties that may not generalize. In any case, the method of proof of the
Kobussen-Yan-Leubner theorem does not immediately generalize.

For 1-dim classical mechanics, there are only two independent constants of motion. The Kobussen-Yan-
Leubner theorem, eq.(45), makes use of one or both to characterize the Lagrangian and, as noted above, one
constant can completely determine the paths motion in 1-dim. The remaining constant is required only to
specify the initial point of the motion. This leads to a simple conjecture for higher dimensions, namely, that
the paths are in general determined by n of the 2n constants of motion. This is because n of the constants
specify the initial position, while the remaining constants determine the paths.

We make these comments concrete with two examples. First, consider again the free particle in n-dim.
The energy is

p?

E=

2m
and we immediately find that a complete solution is characterized by the initial components of the mo-
mentum, pg; and the initial position, xg;. Clearly, knowledge of the momenta is necessary and sufficient to

determine a set of flows. If we consider inequivalent Lagrangians,
" 1)
sz/ e d¢ = F (v)
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where

v =Vv2
then the momenta oL
Vs
0= — =F'2*
Pio vt )
comprise a set of first integrals of the motion. Inverting for the velocity

v = (Pio)

fixes the flow without fixing the initial point.
In general we will need at least this same set of relations, v* = v* (p;), to determine the flow, though
the generic case will involve n relations depending on 2n constants:

Ui = Ui (]%‘07 1'6)

Notice that fewer relations do not determine the flow even for free motion in two dimensions. Thus, knowing

only
Pozx

Vp = —
m

leaves the motion in the y direction fully arbitrary.

In an arbitrary number of dimensions, we find that expression for the energy in terms of the Lagrangian
is still integrable as in the 1-dim case above, as long as v = v/v2. If the Lagrangian does not depend explicitly
on time, then energy is conserved. Then, letting g = %, we can still write the Lagrangian as an integral
over Hamiltonian:

L (x,v,é,,) = 'U/U H(I,&é>d£ +f (X, 9U>

€2
where f (x, §U> is now necessary in order for L to satisfy the Euler-Lagrange equations. The integral term of

this expression satisfies one of the Euler-Lagrange equations. If we now define a new Lagrangian by replacing

H by an arbitrary, time-independent constant of the motion, « (x, v, é) ,
_ pra(wgd) :
then the new Lagrangian, L, still satisfies the same Euler-Lagrange equation,
(4oL oLY _ .
dt ozt Ozt |
We conjecture that for a suitable choice of f, L provides an inequivalent Lagrangian, thereby providing one
of the n relations required to specify the flow.

Part III
Conformal gauge theory

We now have the tools we need to describe the most elegant and powerful formulation of classical mechanics,
as well as the starting point for quantum theory. While our treatment of Hamiltonian mechanics is non-
relativistic, we begin with a relativistic treatment of the related conformal symmetry because it is from
that perspective that the Hamiltonian itself most naturally arises. The development follows the steps we
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took in the first Chapters of the book, constuction the arena and a law of motion from symmetry and
variational principles. The new element that gives Hamiltonian dynamics its particular character is the
choice of symmetry. Whereas Lagrangian theory arises as the gauge theory of Newton’s second law when we
generalize from Galilean symmetry to the diffeomorphism group, Hamiltonian mechanics arises by gauging
the conformal group.

Because we want to gauge the conformal symmetry of spacetime, we begin with a discussion of special
relativity. Then we proceed in the following stages. First, we return to contrast the Galilean symmetry of
Newton’s dynamical equation with the conformal symmetry of Newtonian measurement theory. Next, we
build a new dynamical theory based on the full conformal symmetry, beginning with the construction of a
new space to provide the arena, and continuing with the postulating of a dynamical law. Ultimately, we
show the equivalence of the new formulation to the original second law and to Lagrangian dynamics.

After completing these constructions, we develop the properties of Hamilton mechanics.

12 Special Relativity

We begin our discussion of special relativity with a power point presentation, available on the website.

12.1 Spacetime

From the power point presentation, you know that spacetime is a four dimensional vector space with metric
-1

Nag = 1
1

where the infinitesimal proper time 7 and proper length s are given by

Adr? = Adt? —da® — dy? — d2?
ds? = —c2dt® + da® + dy? + d2?

are agreed upon by all observers. The set of points at zero proper interval from a given point, P, is the light
cone of that point. The light cone divides spacetime into regions. Points lying inside the light cone and
having later time than P is the future. Points inside the cone with earlier times lie in the past of P. Points
outside the cone are called elsewhere.

Timelike curves always lie inside the light cones of any of their points, while spacelike curves lie outside
the lightcones of their points. The tangent vector at any point of a timelike curve point into the light cone
and are timelike vectors, while the tangent to any spacelike curve is spacelike. The elapsed physical time
experienced travelling along any timelike curve is given by integrating dr along that curve. Similarly, the
proper distance along any spacelike curve is found by integrating ds.Spacetime

We refer to the coordinates of an event in spacetime using the four coordinates

% = (ct,x,y,2)

where a = 0,1,2,3. We may also write z® in any of the following ways:
z* = (ct,x)
= (ct, a:i)
= (@)
where ¢ = 1,2, 3. This neatly separates the familiar three spatial components of the vector % from the time
component, allowing us to recognize familiar relations from non-relativistic mechanics.
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Our most important tool is the invariant interval, expressed in either of the vector forms,

2 = —P 4 4y? 42

At = AP - (J:2 + y2 + 22)

where s is proper distance and 7 is proper time. These intervals are agreed upon by all observers.
These quadratic forms define a metric,

-1

Nag = 1

so that we may write the invariant interval as

52 = naﬁmalﬁ
or infinitesimally
d82 = naﬁdxad.’ﬁﬁ

A Lorentz transformation may be defined as any transformation of the coordinates that leaves the length-
squared s? unchanged. It follows that
yoz =A@ ﬁlﬁ

is a Lorentz transformation if and only if
Nuv = naﬁAa MAB v

The set of points at zero proper interval, s> = 0, from a given point, P, is the light cone of that point.
The light cone divides spacetime into regions. Points lying inside the light cone and having later time than
P lie in the future of P. Points inside the cone with earlier times lie in the past of P. Points outside the
cone are called elsewhere.

Timelike vectors from P connect P to past or future points. Timelike curves are curves whose tangent
vector at any point % (\) are timelike vectors at x® (\), while spacelike curves have tangents lying outside
the lightcones of their points. The elapsed physical time experienced travelling along any timelike curve is
given by integrating dr along that curve. Similarly, the proper distance along any spacelike curve is found
by integrating ds.

12.2 Relativistic dynamics

We now turn to look at motion in spacetime. Consider a particle moving along a world line. The path of
the particle is a curve in spacetime, and we can write that curve parametrically:

% =z%(\)

Here A\ can be any parameter that increases monotonically along the curve. Notice that two choices for A
that are sometimes convenient are the time coordinate, ¢, relative to our frame of reference, or the proper
time 7 experienced by the particle. The proper time is an excellent choice because it may be calculated once
we know the coordinates of the particle in any frame of reference.

To calculate the proper time experienced along the world line of the particle between events A and B,
just add up the infinitesimal displacements dr along the path. Thus

B
TAB z/dT
A
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/ ——dac
1 dwl
/tA dt\/ 7 dt
v2
dtr\]1 — —
[ -

where v? is the usual squared magnitude of the 3-velocity. Notice that if v is ever different from zero, then
TaB 1s smaller than the time difference tg —t4 :

tp v2 122
TAB:/ dt 1—7§/ dt:tB—tA
ta c ta

Equality holds only if the particle remains at rest in the given frame of reference. This difference has been
measured to high accuracy. One excellent test is to study the number of muons reaching the surface of
the earth after being formed by cosmic ray impacts on the top of the atmosphere. These particles have a
halflife on the order of 107! seconds, so they would normally travel only a few centimeters before decaying.
However, because they are produced in a high energy collision that leaves them travelling toward the ground
at nearly the speed of light, many of them are detected at the surface of the earth.

We next need a generalization of the velocity of the particle. We can get a direction in spacetime
corresponding to the direction of the particle’s motion by looking at the tangent vector to the curve,

dz® (N\)

> =
dX

We can see that this tangent vector is closely related to the velocity by expanding with the chain rule,

dx® ()

N
dt dz®
X di
_dtd (et,27)
= adt T

o =

o ()

where v’ is the usual Newtonian 3-velocity. This is close to what we need, but since \ is arbitrary, so is
%. However, we can define a true vector by using the proper time as the parameter. Let the world line be
parameterized by the elapsed proper time, 7, of the particle. Then define the /-velocity,

dx® (1)
dr

u® =

Since the coordinates of the particle transform according to the Lorentz transformation

t/ vy %y t
zZ | | v oy T
v 1 y
2! 1 z
or more simply,
x/a — AQ Blﬂ
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and 7 is invariant, we can find ©/® in a new frame of reference,

da'™ (17)
dr!

This shows that the 4-velocity is a 4-vector.
A very convenient form for the 4-velocity is given by our expansion of the tangent vector. Just as for

general \, we have
o dt ( 2)
u® = — (¢,v
dr V7

but now we know what the function in front is. Compute

T
dr = dt? — = (dx?)
v2
Then we see that
@
dr 1— %j
Therefore, ‘
u® = (c,v") (47)

This is an extremely useful form for the 4-velocity. We shall use it frequently.
Since u® is a 4-vector, its magnitude
n(wuo‘uﬁ
must be invariant! This means that the velocity of every particle in spacetime has the same particular value.
Let’s compute it:

Moguu? = = ()" + 7 (u')’

= 22 422
2 4 v2

v2

-
2

= —c
This is indeed invariant! Our formalism is doing what it is supposed to do.
Now let’s look at how the 4-velocity is related to the usual 3-velocity. If v << ¢?, the components of

the 4-velocity are just _ '
u® =7 (c,v") = (c,v") (48)

The speed of light, ¢, is just a constant, and the spatial components reduce to precisely the Newtonian
velocity. This is just right. Moreover, it takes no new information to write the general form of u® once we
know v* — there is no new information, just a different form.

125



From the 4-velocity it is natural to define the 4-momentum by multiplying by the mass,
= my (c, vi)
As we might expect, the 3-momentum part of p® is closely related to the Newtonian expression mv®. In
general it is

i mo
P —
02
If v << ¢ we may expand the denominator to get
: ) 1 02
pt = mv (1+262+"')
~ mu

Thus, while relativistic momentum differs from Newtonian momentum, they only differ at order %2 Even

for the 7 mi/ sec velocity of a spacecraft which escapes Earth’s gravity this ratio is only

2
Y =14x107°
c
so the Newtonian momentum is correct to parts per billion. In particle accelerators, however, where near-light
speeds are commonplace, the difference is substantial (see exercises).
Now consider the remaining component of the 4-momentum. Multiplying by ¢ and expanding vy we find

e = mcy

The third term is negligible at ordinary velocities, while we recognize the second term as the usual Newtonian
kinetic energy. We therefore identify E = pYc. Since the first term is constant it plays no measurable role in
classical mechanics but it suggests that there is intrinsic energy associated with the mass of an object. This
conjecture is confirmed by observations of nuclear decay. In such decays, the mass of the initial particle is
greater than the sum of the masses of the product particles, with the energy difference

2 2
AE:minitialC - § M finalC

correctly showing up as kinetic energy.

Suppose a muon is produced in the upper atmosphere moving downward at v = .99¢ relative to the
surface of Earth. If it decays after a proper time 7 = 2.2 x 1076 seconds, how far would it travel if there
were no time dilation? Would it reach Earth’s surface? How far does it actually travel relative to Earth?
Note that many muons are seen reaching Earth’s surface.

A free neutron typically decays into a proton, an electron, and an antineutrino. How much kinetic energy
is shared by the final particles?

Suppose a proton at Fermilab travels at .99¢. Compare Newtonian energy, %mv2 to the relativistic energy

plc.
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12.3 Acceleration

Next we consider acceleration. We define the acceleration 4-vector to be the proper-time rate of change of
4-velocity,

o« _ du”
“ T
_ dtd(y(ev))
T odr dt

= () )+ (0.0

= D 42 (0,0)

Is this consistent with our expectations? We know, for instance, that

which means that

d
0 = —(=¢)
du®

= 2
dr

Uq,

Therefore, the 4-velocity and 4-acceleration are orthogonal, which we easily verify directly,

a i V" am g g 2 i
uaq v (¢,0") - —z Uty (0,a")
= —v"any’ +77ay;
= 0
Now compute a%a,, :

m
aaaa _ v C;Im,ygua + ,YZ (O,Gi)> Qo
= A2 (O, ai) O

: V" Ay,
= f@ﬂﬁ( gffwwﬂv%mw)

V" g 4 i
= 2 Yy av; +vyaa;

4 i 2 (Umam)2
R G e

c2

This expression gives the acceleration of a particle moving with relative velocity v* when the acceleration in
the instantaneous rest frame of the particle is given by the v* = 0 expression

a®a, = a'a;
We consider two cases. First, suppose v* is parallel to a’. Then since a®a,, is invariant, the 3-acceleration is

given by
a“ay = v%a'a;
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or

2\ 3
7 o v
a'a; = a%a, 1——2
c

where a®a,, is independent of v?. Therefore, as the particle nears the speed of light, its apparent 3-acceleration
decreases dramatically. When the acceleration is orthogonal to the velocity, the exponent is reduced,

2
7 [} U2
a‘a; = a%aqy 1——2
c

The relativistic action for a particle in a potential is surprisingly simple. To derive a suitable equation of
motion, we once again start with arc length. Suppose we have a timelike curve x® (\) . Then distance along

the curve is given by
1
T=—— / vV (—v%vy )dA
c

o dz®
d\
Since the integral is reparameterization invariant, there is no loss of generality if we use the 4-velocity in

place of v® and write
V(—utuy)dr
C

Then the path of extremal proper time is given by the Euler-Lagrange equation
d 0 1,
— [ —=u%u, ) =0
dr duP ( Ehile )

du®
dr
Show that vanishing 4-velocity implies vanishing 3-velocity.

12.4 Equations of motion

where

that is, vanishing 4-acceleration,

12.5 Relativistic action with a potential

We can easily generalize this expression to include a potential. For relativistic problems it is possible to keep
the action reparameterization invariant. To do so, we must multiply the line element by a function instead

of adding the function. This gives
1
= f/ oV (—u®ugy)dr
cJc

The Euler-Lagrange equation is

d (e \-1/2 a2 00

a7 (—o (i)™ a) = (Cutua) P 55 =0
1d o6
gy (Pua) 50 = 0

where we have simplified using the normalization condition ¢ = (—uo‘ua)l/ 2, Expanding the derivatives, and
rearranging,

ldue 1 dp ¢

0 = 2 dr * 2% * oz™
1 du 0
— o By §8) =
e dr P ( todt™ O‘) b
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Notice that i
P, B = (SQ + C—Quauﬁ
is a projection operator.

A projection operator is an operator which is idempotent, that is, it is its own square. Show that P?
is a projection operator by showing that

P HPN,@:paﬁ

[e%

and show that u*P, # =0 and Py “uq =0.

Now we have

1 dug 0¢

c? dr OxP

This projection operator is necessary because the acceleration term is orthogonal to u®. Dividing by ¢, we

see that
1 duq pOlng
2 dr % 928

o-on ()

then we arrive at the desired equation of motion

0= ¢+P, "

If we identify

dug, 3 ov
m— = — —
dr > Qb
which now is seen to follow as the extremum of the functional
\%4

1
S[a) = - /C* (—uua)/? dr (49)

See the exercises for other ways of arriving at this result.
It is suggestive to notice that the integrand is simply the usual line element multiplied by a scale factor.

do? = c%e% (—uuy) dr? = —c%e%nagdxadxﬁ
This is called a conformal line element because it is formed from a metric which is related to the flat space
metric by a conformal factor, e#,
Jap = 6%77@,3
Conformal transformations will appear again when we study Hamiltonian mechanics.
We can generalize the action further by observing that the potential is the integral of the force along a

curve,
V= —/ F,dx®
c

The potential is defined only when this integral is single valued. By Stoke’s theorem, this occurs if and only
if the force is curl-free. But even for general forces we can write the action as

Sz = 1/ e~ mez Jo Fadz® (_uaua)l/Q dr
cJc

In this case, variation leads to

1 —
C

c

1 v 1 a
—7/ e mez Jo Fvdn” _—_(_ypqy )1/ (mi/ Fada® ) dr
cJo me? oz Jo

_ ! / (d (“aemwdza)gew;zj‘cFadmﬁFac) 520 dr
C

c dr \ ¢ me
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The equation of motion is

[ dug 1 5 0 . 1 L f e
“—Qh‘m@%“mﬁﬂﬂﬂf‘m& enee

and therefore,

du
—= =P, PF
de o 8

This time the equation holds for an arbitrary force.
Finally, consider the non-relativistic limit of the action. If v << ¢ and V << mc? then to lowest order,

Sz = /em%de
C
[ (1+:2)
c me? ) vy
1 B [ v?
_ 1— —
ch/C(mc —|—V) 2 dt
1 9 v?
= f%/ <m02+1mv2v> dt
me Jo 2

Discarding the multiplier and irrelevant constant mc? in the integral we recover

Sci1 = / <1mv2 — V) dt
o \2

Since the conformal line element is a more fundamental object than the classical action, this may be regarded
as another derivation of the classical form of the Lagrangian, L =T — V.
Consider the action

Sz = / (muuq + ¢)dr

This is no longer reparameterization invariant, so we need an additional Lagrange multiplier term to enforce
the constraint,
+A (u"‘ua + 62)
so the action becomes
S [z = / (muo‘ua +Ep+ N (u"‘ua + 62)) dr

1. Write the Euler-Lagrange equations (including the one arising from the variation of \).

2. The constraint implies uadd“—g = 0. Solve for A by contracting the equation of motion with u®, using

u"“dg—: = 0, and integrating. You should find that

A=—2 (640

1
2
3. Substitute A back into the equation of motion and show that the choice
-2 1
m(2=2mta) _ 1y
do—2m +a mc?
gives the correct equation of motion.
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4. Show, using the constraint freely, that S is a multiple of the action of eq.(49).

Sy [z°] =/<m62\/1—lc)j+V> dt

1. Show that S has the correct low-velocity limit, L =T — V.

Consider the action

2. Show that the Euler-Lagrange equation following from the variation of Sy is not covariant.

therefore unsatisfactory.
Consider the action

Sz [x] = /(muo‘ua —2V)dr

1. Show that the Euler-Lagrange equation for S3 is
d ov

— MUy = ———
dr ¢ Oox™

2 is not satisfied for general potentials V.

2. Show that the constraint, u®u, = —c
3. Show that S3 has the wrong low-velocity limit.
Find the condition for the existence of a function U (%) such that

o _ pop OU

F 0zh

Find the condition for existence of a function V (z%) satisfing

ap OU

Fe=P
ozh

where )
PP =B 4 c—Quau'B

is a projection operator.

13 The symmetry of Newtonian mechanics
Recall the distinction between the Newtonian dynamical law
F' =ma'
and Newtonian measurement theory, which centers on ratios of inner products of vectors,
(u,v) = gmpu™o"
or equivalently, on ratios of infinitesimal line elements,
ds?® = gmpdz™dz"
While the second law is invariant under the global Galilean transformations of eq.(33)

a'(q,t) =M ;¢ +a' +0't
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the inner products of vectors are invariant under local rotations while line elements are invariant under
diffeomorphisms. When we consider transformations preserving ratios of line elements, we are led to the
conformal group.

To construct the conformal group, notice that the ratio of two line elements (evaluated at a given point in
space) is unchanged if both elements are multiplied by a common factor. Thus, is does not matter whether
we measure with the metric g, or a multiple of g,

gmn = 62¢gmn

We will consider only positive multiples, but ¢ may be a function of position. Clearly, any transformation that
preserves ¢, also preserves g,,, up to an overall factor, so the conformal group includes all of the Euclidean
transformations. In addition, multiplying all dynamical variables with units of (length)" by the n'" power
of a given constant A will produce only an overall factor. Such transformatoins are called dilatations. For
example, if z? is the position of a particle then 2’ is replaced by Az?. For a force F* we first need to express
the units of F' as a power of length. To do this we need two standards of measurement. Thus, beginning
with M K S units, we can use one constant, vg = 1m/ sec, with units of velocity to convert seconds to meters,
and a second constant, hg = 1kg-m?/sec so that vg/ho converts kilograms to inverse meters. Any other
choice is equally valid. Using these constants, F is re-expressed as F*/hovi and thus measured in
kgm sec? 1

secz kgm?* m3

We therefore replace F* by F*/A\3. In this way we may express all physical variables with powers of length
only. In classical mechanics the constants hg and vy drop out of all physical predictions.

In addtion to these seven transformations — three rotations, three translations, and three dilatations
— there are three more transformations which are conformal. In the next section we find all conformal
transformations systematically.

13.1 The conformal group of Euclidean 3-space

We may find all conformal transformations by starting with the Euclidean-Cartesian metric, ;;, and finding
all infinitesimal transformations ‘ ‘ ‘
y'=a'+e(x)
that preserve the line element up to an overall factor,
6ijdyidyj = e‘j)éijdxidxj

The small functions &’ are then infinitesimal generators of the conformal transformations. Keeping only
first order terms, they must satisfy

8ij (da' + Ope'da®) (da? + Opelda™) = (1+ ¢)0;;da’da’
0ij (8m5jda;id:vm + 8k5idxkd;yj) = (b(sijdxidgcj
ﬁjei + 8¢€j = (;55”

We therefore need solutions to
8j8i + (r“)ié"j — (]5(Sij =0
Notice that when ¢ = 0, these are just the generators of the Fuclidean group. To see their form, consider
ajai + ai&‘j =0

Take another derivative and cycle the indices:

akaj&‘ + 3k8isj = 0
6j8i5k + 8j8kei = 0
(9i(9;€6j + 8i8j5k = 0
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Add the first two and subtract the third, then use the commutation of second partials,
8k8jai + 8k8i€j + 8j8i€k + 6j8k8i — 8i8kaj — 8i8jsk =0
28j8k5i 0

Therefore, ¢; has vanishing second derivative and must be linear in z° :

g, = a; + bijxj
Substituting into the condition for homogeneous solutions,
0= 6j€i + (97;6]' = bji + bij

so that b;; must be antisymmetric. Clearly a; generates translations and b;; generates rotations.
Now we return to the conformal case. First, take the trace:

5ji (8j5i+8isj) —3¢ =0
, 3
e, = =
€ 2¢
so we must solve 5
ajEi + 81‘63' — gameméij =0

Cycle the same way as before to get

0 = 0Okdjei+ Ok0icj — §3k3m€m,5ij
0 = 0,0 + 0;0ke; — ;ajamem@k
0 = 0,0ke; + 0,05e1 — gaﬁmsmék]—
so that
0 = O0Ok0je; + Ok0iej — gakamemaij

+0;0ie + 0;0ke; — gﬁj(‘?mam
O, — 0i0kej — 0;0jep + gaiamgmakj
0j0ke; = %Gkamamélj + %Ojamsméik — %Qﬁmemékj
Now take a trace on jk
0 Opes — —%ai (@)
Now look at the third derivative:
O0n0;0ke; = %8,10%8’”5,”5” + %anajamem(sik — %anaiamemakj

and trace nj :

Bjajaké‘i = %8¢8k8m57n+%8j8j6m5m5ik—é@k&-amgm
Qe = P b
1 m 1 . m
7§akai (6 sm) g@”@ﬁ EmOik
1
A
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Substitute into the third derivative equation,
1
anajakei = §6mamasgs (5nk6ij + 5nj5'ik' - 5ni6kj)

Now trace nk,

1
akajaké‘i = gamamasesdij
Compare with the contraction on jk :
1
anakﬁkgi = §8mamas<€s (5nz + 5m’ - 35ni)
1
= 778mamas 967li

9 =

Together these show that

8j8k6kai =0
"0y 0%s = 0

Substituting into the triple derivative,
8naj8k€i =0

Now we can write €; as a general quadratic expression in z,
€, = a; + bijxj + cijkxjmk
where we require c;;, = c;j. Substituting into the original equation we have:
2 ok
0 = O0j& + 0gj — 58 €10i;
= bij + 252" + bji + 2¢jna” — % (b o + 2™ ™) 84

Therefore, separating the z-dependent terms from the constant terms, we must have, for all z?,

2
0 = bij + bj' — gbm méij
2
0 = 2Cijkl’k + QCjikSCk — gQCm mkxkgij

The first,
2
bij + bji == gbm méij

shows that the symmetric part of b;; is determined purely by the trace b = b™ ,,, while the antisymmetric
part is arbitrary. If we let €;; = —¢;; be an arbitrary, constant, antisymmetric matrix then

1
bij =& + *b(sij
3
For the equation involving c;;i, we can strip off the zF to write

2
Cijh F Cjik = € mpdij
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Once again cycling the indices, adding and subtracting:

2
Cijk + Cjik = gcm mk0ij
s P — g m 6
Ciki T Ckji — 3C miYjk
2., 5
Ckij T Cikj = gC mjOik

so adding the first two and subtracting the third,

chik = (Cm mkéij + Cm mi(sjk - Cm mjéik)

3
Now letting ¢, = ¢ ;. we see that the full infinitesimal transformation may be written as
g = a;+ bijxj + cijkxjxk

= aq;+ aijxj + %bxi + % (2ckxk:vi — cixQ) (50)
We know that a; is a translation and it is not hard to see that ¢;; generates a rotation. In addition we have four
more independent transformations, with parameters b and ¢;. We could find the form of the transformations
these produce by compounding many infinitesimal transformations into a finite one, but if we can just find
a 4-parameter family of conformal transformations that are neither translations nor rotations, then we must
have all the transformations that exist. One of the necessary transformations, called a dilatation, is trivial
— simply multiply z? by a positive constant: R

yl:eml

Keeping the parameter positive keeps us from simulataneously performing a reflection, so these transforma-

tions are continuously connected to the identity.
The remaining four transformations follow from a simple observation. Define an inversion of z* to be

T
Yy 72
Computing the effect of an inversion on the line element, we have

dxt  2x'zpdz®
$2 ($2)2

(ds")? = §dyidy’

s dx'  2x'zpdzh dzd  2zix,,dx™

<1>26~dxidxa‘ 2 (wmdr™)” 2 (wxda®)”  4a? (2de™)’
2 * B B

. (a2)* (a2)* (a2)*
()

Because the line element is changed by only a factor, inversions are conformal transformations.

Before using inversions to construct new transformations, we note that the inverse of the origin is not
defined. However, it is easy to correct this by adding a single point to 3-space. Consider 3* = ;”—; to be a
new coordinate patch on an extended manifold. The overlap with the x* coordinates consists of all values
except 2 = 0 and 3° = 0. The new point that we want to add is the one with y* coordinate y* = 0. This

dyt =
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point is called the “point at infinity.” The manifold becomes compact, and requires two coordinate patches
to cover. Inversions are defined for all points of this extended manifold.

While inversion is simply a discrete transformation, we easily construct a 3-parameter family of trans-
formations by sandwiching other transformations between two inversions. Since each transformation is
separately conformal, sequences of them must also be conformal. The result gives nothing new for rotations
or dilatations, but for translations we find that inverting, translating, then inverting again gives

(Li+bi>2 1+ bt + b2
ZQ

%

y:

These transformations, which are simply translations of the point at infinity, are called special conformal
transformations.Since we now have the required total of 10 independent conformal transformations, we have
found the full.

Show that an inversion, followed by a dilatation, followed by another inversion is just a dilatation by a
different parameter. What is the parameter?

Show that an inversion followed by a rotation, followed by another inversion, is just the original rotation.

An infinitesimal dilatation is given by

yi = o'+ ba?

where b is infinitesimal. Take a limit of infinitely many infinitesimal dilatations, with lim,, ., (nb) = A, to
show that a finite dilatation is given by y* = e*z?.

Let 4’ be a special conformal transformation of z*,

B 2t 4 22p
T 14 bzt + b2a2

i

Y

Prove directly that this transformation is conformal by showing that

dztdz;
(14 227b,, + b222)*

dy'dy; = 0;;dy‘dy’ =

Hint: Consider how the norm changes under each inversion, translation, and inversion separately, then
combine the results.
Show that for an infinitesimal special conformal transformation, that is,

z + x2ct
1+ ¢zt + c2a2

%

Y
with ¢; infinitesimal, _ _ _
51‘1 — y’L _ xl

agrees with the ¢;-dependent part of eq.(50).

13.2 The relativisic conformal group

As noted in the introduction, we will begin with the relativistic conformal group, then restrict to the non-
relativistic case. The derivation of the relativistic conformal group is entirely analogous to the Euclidean case.
The only difference is that we start in spacetime rather than Euclidean space, demanding transformations
such that

nagdy“dyﬂ = e¢na5dazadm5

where 77,3 is the Minkowski metric and the Greek indices run from 0 to 3. Linearizing by setting y¢ = x%+¢%,
we now require the condition

1
8a5[3 + 8ﬁ5a = 58“5#7’@[3 (51)
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The argument is the same as above, with the result that

€a = Qg + 6a/3lﬂ + %bxa + % (Zngﬁxa - caa:Z) (52)
There are now four spacetime translations generated by a,, six Lorentz transformations generated by en.g =
—€ga, one dilatation generated by b, and four translations of the point at infinity with parameters c,, giving
a total of fifteen conformal transformations of spacetime.

Starting from eq.(51), repeat the steps of the preceeding section to derive the form of the relativistic
conformal generators given in eq.(52).

13.3 A linear representation for conformal transformations

It is usually easier to calculate the effect of transformations if those transformations act linearly. But the
form of the special conformal transformations is very nonlinear. We now introduce define a new space,
related to Euclidean 3-space, but constructed so that the conformal transformations all act linearly.

To find a linear representation of the conformal group we let

i
s o= Y
a
i
, w
3 .
Yy = ﬁ
Then since z'y; = 1, we have
af —w'w; = 0
i
w w;

68 =

«

Now consider the effect of conformal transformations on z* and y*. Applying, respectively, rotations, dilata-
tions, translatations and special conformal transformations to z* and y*, we find:

#o= R
T = e¢xi
@ = 2 + at
y 2+ 22h
X = 5 &5
1+ bzt + b222
for 2% and
J = R jxj
§ o= et
;o v+ y2at
1+ a;yt + a?y?
G o= g4 b
for y°.
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Next, suppose these transformations are also allowed to change « (and therefore ) in a way yet to be
specified. For each type of conformal transformation, we will choose the way a and (§ transform so that
w'w; — aff = 0. First, under rotations, let

' R’ jwj
a = «
g s
Next, for dilatations, we set
o = W
a = e
go= B
For translations set
o' w' + ad’
a = «
B = é (v’ + aa’) (w; + aa;)

= é (wiwi + 2aaiwi + a2a2)
= B+ 2d'w; + d’a
and for special conformal transformations let
@ = w + Gb
a = % (w'w; + 28b'w; + B*b°)
= a4 2b'w; + b3
g =8
In each case we have chosen 3 so that the quadratic form
af — wiw;

vanishes. But also, each of the transformations is linear — for example, the special conformal transformations
are now given by

w? 5; 0 b w?
a =1 20; 1 v @
B 0 0 1 16}
We can think of the quadratic form as an inner product on a vector space,
s = napwtew? = ww; —af
- (wi, «, ﬂ)
If we let
a = v—u
8 = v+4u

then the inner product takes the form

2

s2 = ww; + u? — v?
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and the metric is

g
3
Nd
QN.
o
£
)

1
1
NAB = 1
1
-1
The linear transformations that preserve this metric form the pseudo-orthogonal group, O (4, 1) . Since the
dimension of any orthogonal group in n-dimensions is %, O (4,1) must have dimension %4 = 10, exactly
the dimension of the conformal transformations. The conformal group of Euclidean 3-space is therefore
0(4,1).
We collect the matrices representing conformal transformations:
Rotations: ] ) )
w* R ; 0 0 w’
a = 0 1 0 o
] 0 01 6 )
Dilatations: )
w" 6r 0 0 w’
a |= 0 e? 0 a
B 0 0 ¢ 6 )
Translations: . )

R R
o
S
<.
)
[V
—
= R

Special conformal transformations:

i (5; 0 v w’
0} = 2bj 1 b2 (6
3 0 0 1 B

This is a linear representation for the conformal group of compactified Euclidean 3-space.

14 A new arena for mechanics

Recall the procedure we followed in building Euclidean 3-space from the Euclidean group. We constructed
the Euclidean spatial manifold by regarding as equivalent all points related by rotations. We showed that
within the 6-dimensional Euclidean group there is a 3-dimensional set of such equivalent points — one for
each point in R3. We concluded by taking the space R> as the arena for mechanics, observing that it was a
space which by construction had Euclidean symmetry. The rotational symmetry of R? guarantees isotropy
of space while the translation invariance guarantees homogeneity.

However, if we take account of the need for a standard of measurement, we find that it is the conformal
group and not the Euclidean group that best describes Newtonian measurement theory. We therefore repeat
the construction starting from the conformal group. The first question is which transformations to regard as
equivalent. Certainly we still want to equate points of the group manifold related by rotations (or Lorentz
transformations in the relativistic case), but we also want dilatational symmetry of the final space. This
means that we should regard points in the group space as equivalent if they are related by dilatations as
well. Special conformal transformations, on the other hand, are a type of translation and should be treated
the same way as the usual translations.

Consider the Euclidean case first. There are three rotations and one dilatation, so in the 10-dimensional
space of conformal transformations we treat certain 4-dimensional subspaces as equivalent. We therefore find
a 6-dimensional family of such 4-dimensional subspaces. This 6-dimensional family of points is the arena
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for our generalization of mechanics. In the relativistic case we have six Lorentz transformations and one
dilatation, accounting for seven of the fifteen conformal transformations. This will leave an 8-dimensional
set of equivalent points, so the arena is 8-dimensional.

14.1 Dilatation covariant derivative

Recall the Christoffel connectionn we introduced in order to make Newton’s law covariant under the diffeo-
morphism group:
ox™ Jx™

gij = zl:émnaiylaiyﬂ

i j -1
97 = [g ]ij
. 1 .
r mn §ng (a'rngkn + 8ngkm - 8kgmn)

The connection allows us to write a generalization of the derivative which has the property that

Dyv* = v + 0™,

1 ; 1 . . . o
transforms as a (1) tensor whenever v* transforms as a (0) tensor. The way it works is this: when v/ is

transformed by a Jacobian matrix,

% ) m
vt = J v

the connection transforms with two parts. The first part is appropriate to a (é) tensor, while the second,
inhomogenous term contains the derivative of the Jacobian matrix,

Ll — J° TR = (000 )T

m=Trs

This transformation property happens automatically because of the way F;-k is built from the metric. As a
result, the covariant derivative transforms as

Dk?}i — akvi + Um an = js kas (Jl m'l)m)
+Jm o (JE DT LT = (05T ) T T )
SR NN I NS SR
+e]l lFi_S’UTjS Kk js k ((%JZ 7") UT
= J o+ T TLn T
= J' (0™ +TT") TS,
= (Dyo™)J' T
The extra derivative terms cancel out, leaving just the homogeneous transformation law we need.
With the conformal group, the Christoffel connection still works to make derivatives covariant with
respect to rotations, but we must also make derivatives covariant with respect to scale changes. This is not
difficult to do, since scale changes are simpler than diffeomorphisms. Since a vector v* which has units of

(length)™ will transform as
vt — eyt

its derivative will change by ‘ ‘ .
Om (e"‘%’) = ne"v 0, + e O,vt

We can remove the extra term involving the derivative of the dilatation by adding a vector W,, to the
derivative and demanding that W,, change by the troublesome term. Thus, setting

Dpv' = 90" + nW,, 0
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and demanding that W, transform to W,, — 0,,¢ we have
Dt — O, (e"‘%’) +n (W — 0mo) (e"¢vi)
= ne"v'ono + e"?0,,v" + nW,,e" vt — n6m¢e”¢vi
= (6‘mvi + nWmvi)
= "D,

This is fine for v*, but we also have to correct changes in the Christoffel connection. Start from

1 .
mn — §glk (amgkn + 8ngkm - akgmn)

and performing a dilatation. Since the metric changes according to

Fi

the connection changes by

Fi mn 3672¢gik¢ (am (62¢gkn) + an (62¢gkm) - 81{2 (62¢gmn))

1 .
= gglk (amgkn + angkm - akgmn)
+gik (gkn8m¢ + gkmand) - gmnak¢)

We need terms involving W,, to cancel the last three terms. It is easy to see that the needed form of I'?, is

, 1.
+gik (gknWm + GemWn — gman) (53)

The new vector, W,,, is called the Weyl vector after Hermann Weyl, who introduced it in 1918. Weyl sug-
gested at the time that in a relativistic model W, might correspond to the electromagnetic vector potential,
Aqs = (p, A;) . However, this theory is unphysical because it leads to measureable changes in the sizes of
atoms when they pass through electromagnetic fields. This flaw was pointed out by Einstein in Weyl’s origi-
nal paper. A decade later, however, Weyl showed that electromagnetism could be written as a closely related
theory involving phase invariance rather than scale invariance. This was the first modern gauge theory.

Check that the form of the connection given in eq.(53) is invariant under dilatation.

Combining the two covariances — rotations and dilatations — we write the covariant derivative of v* as a
combination of the two forms,

D, vt = 9,0 + v"T" — nW,, v’

where I'" | is given by the dilatation-invariant form in eq.(53).

14.2 Consequences of the covariant derivative

The dilatationally and rotationally covariant derivative has a surprising property — it applies not only to
vectors and higher rank tensors, but even scalars and constants as well. The reason for this is that even
constants may have dimensions, and if we rescale the units, the “constant” value will change accordingly.
Mass, for example, when expressed in units of length

2]t

has units of inverse length. Therefore, its covariant derivative is

Dim = [“)zm — (—1) Wim
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If the vector W; is nonzero then the condition for constant mass is
Dim =0

which integrates to give the position-dependent result

m = mg exp (—/Widaﬁi>

This is not surprising. When we change from meters to centimeters, the value of all masses increases by
a factor of 100. The presence of W; now allows us to choose position-dependent units of length, giving a
continuous variation of the value of m. Notice, however, that the ratio of two masses transported together
remains constant because the exponential factor cancels out.

There is a well-known difficulty with this factor though. Suppose we move two masses along different
paths, C7 and C5, with common endpoints. Then their ratio is

my mo1 exp (— Je, Widmi)

ma Mo €Xp (— f02 Widxz)

- Mo exp (—% Widxi>
moz2 C1—Cs

This is a measurable consequence of the geometry unless

?{ Widz' =0
Cl—CQ

for all closed paths C; — Cs. By Stokes’ theorem, this is the case if and only if W; is the gradient of
some function f. Any consistent interpretation of a dilatation-covariant geometry must make a consistent
interpretation of this factor. We will re-examine the consequences of the present formulation of mechanics
for this factor below.

14.3 Biconformal geometry

We now bring these features together. Consider the relativistic conformal group. The space we get by regard-
ing points as classes of rotationally and dilatationally equivalent group elements, we get an 8-dimensional
space corresponding to the parameters a® and b* in the translation and special conformal transformations,

% = z%+4a”
. e + :172ba
7 v v T
1+ bgaP + b2x?
These parameters do not have the same units. Clearly, a® has units of length like %, but b, must have units
of inverse length. As a reminder of their different roles it is convenient to write the length-type coordinate
with its index up and the inverse-length type coordinate with its index down, that is, (a®, b,) or, as we write
from now on, €4 = (z%,y,). Since these become the coordinates of our new arena for mechanics, called
biconformal space, biconformal space contains different types of geometric object in one space. Like the
coordinates, we will write vectors in biconformal spaces as pairs of 4-vectors in which the first is a vector
and the second a form:

w = (u®,vq)
Forms are written with the indices in the opposite positions. For example, the Weyl vector is usually written
as a form. We write its eight components as

Wa = (W,,S%)
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or in a basis (dz®, dy,)as
Wade? = Wodz® + S%dy,

The Weyl vector plays a central role in the dynamics of biconformal spaces. Using the structure of the
conformal group, one can write a set of differential equations which determine the form of the metric and
connection, including the Weyl vector. All known solutions for biconformal spaces have the same form for
the Weyl vector,

Wa = —KlYa
S* =0

where £ is constant. As a form, this means that we may write
Wade? = —kyadz®
The Weyl vector transforms inhomogeneously according to
Wa =Wy —0ad
Show that, by a suitable choice of ¢, the Weyl vector may be written with components
WadeA = —gyadxc‘ + gxc‘dya

Recalling the non-integrability of lengths when W4 is not a gradient, we compute the components of the
curl. Using the symmetric form of W4,

W, _ OWs  ow, _ 985°

aWA . GWB - < 9zB8 ~ Oz~ dyp Ox™
B A 98> _ OWs 9S> _ 9s”
85 af OxB OYa 0yp 0Ya

K( 0 —55)
5§ 0

This object is antisymmetric and non-degenerate; any such object is called a symplectic form. It is the
central feature of Hamiltonian mechanics, because its inverse leads to an extremely useful operator called
the Poisson bracket. The Poisson bracket is a special case of a more general object called the biconformal
bracket.

A function, f (z%, ys) = f (5‘4) , on biconformal space is called a dynamical variable.

Let Q458 be k times the inverse to the curl of the Weyl vector,

ap_ [ 0 0%
@ _<—6§ 0

Then the biconformal bracket of two dynamical variables, f, g on biconformal space is defined by
AB ﬁ g

OEA O¢B
L0109y 00 Oy

{fig} =

Bore dys Oy 0xP
Of 99 Of 99

0z Oyo  OYo Ox™

A pair of dynamical variables f and g are said to be canonically conjugate if their Poisson brackets satisfy

{f.f} =0
{figb =1
{g.9} = 0
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We will find considerable use for canonical variables.

Show that
{xa,xﬁ} = 0
{a%yst = 03
Wasys} = 0

so that the coordinates z“ are canonically conjugate to the coordinates yg. Show that these biconformal
brackets may be written compactly as
A A
{eh,eF) =P

14.4 Motion in biconformal space

As shown above, generic spaces with local dilatational symmetry allow measurable changes of lengths along
different paths. The situation is no different in biconformal spaces. If we define lengths I; and [y using the
Minkowski metric 7,4 then follow their motions along paths C; and Cj, respectively, then the final ratio of

their lengths is given by
l l
1 _ ﬂexp <% WAd§A>
lo o2 C1—Co

We note in passing that biconformal spaces possess a natural, dilatation invariant, 8-dimensional metric, but
using the Minkowski metric lets us make connection with our usual way of measuring in spacetime.

We now postulate that classical motion in biconformal space is along extremals of dilatation, defined by
the variation of the functional

S = —/WAdgA
C

= / Yadr.
C

dx® dox®
= Yy —— o—— | dX\
0 /C( Yorgn TV TN >
dz®  dyo .

S0, since the =% and y,, variations are independent, we have the Euler-Lagrange equations for a straight line:

Variation of S leads to

dx®
= =0
d\
dya
=2 =0
dA

The result is independent of parameterization. At this point we could introduce a potential and examine
the consequences, but there is a more direct way to arrive at classical mechanics. We simply impose the
invariance of the time coordinate.

14.5 Hamiltonian dynamics and phase space

One of the distinguishing features of classical mechanics is the universality of time. In keeping with this, we
now require 2° = ct to be an invariant parameter so that 6t = 0. Then varying the corresponding canonical
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bracket we find

0 = §{t,¢*}
= {6t} + {t,6¢*}
EXICD
0z0 Oy
so that variations of all of the biconformal coordinates must be independent of g :
9 (5¢4)
Yo

=0

In particular, this applies to yq itself,
9 (0yo) _
o
so that yo plays no role as an independent variable. Instead, dyg, and hence yq itself, depend only on the
remaining coordinates,

1
hoC
The function H is called the Hamiltonian. Our inclusion of hg and ¢ in its definition give it units of energy.
Its existence is seen to be a direct consequence of the universality of classical time.

Fixing the time for all observers effectively reduces the 8-dimensional biconformal space to a 6-dimensional
biconformal space in which ¢ parameterizes the motion. We call this 6-dimensional space, as well as its 6/N-
dimensional generalization below, phase space. The restriction of the biconformal bracket to phase space is
called the Poisson bracket.

Returning to the postulate of the previous section, the action functional becomes

da’ 1
S = / Yadx® :/ (yl . H) dt.
c c dt ho

In this form we may identify 7; as proportional to the momentum canonically conjugate to x?, since

Yo = H (yzvmjat)

oL o iaH (xi,yi,t)
oir VT hy 0w
= Y
Henceforth we identify
_ Pi
Yi ho

where the inclusion of the constant hy gives the momentum p; its usual units.
Variation of S now leads to

0 = 65 .
_ hio ( pi% _ Ciziaxi - (SHdt)) dt
- hio <5pi d;: g I ZZ 5pi) dt
which immediately gives:
dc“; - gZ (54)
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Egs.(54) and (55) are Hamilton’s equations of motion. They form the basis of Hamiltonian dynamics.
The Lagrangian and the Hamiltonian are related by

dz’
L=p,— —H
Di dt

It follows from this relationship that all of the x* dependences of L arises from H and vice-versa, so that

oL OH
drt  Oxt

(56)

Furthermore, since the Hamiltonian depends on x* and p; while the Lagrangian depends on x% and i*, eq.(54)
is simply a consequence of the relationship between L and H. Combining eq.(56) with the definition of the
conjugate momentum, p; = % we can rewrite eq.(55) as

d oL 0L
dt it Oxi
Thus, Hamilton’s equations imply the Euler-Lagrange equation, even though they are first order equations

and the Euler-Lagrange equation is second order.
We also have

- OL
EFE = 2'— —L
s
. dz’
= @'pi—pi—+H
' p pdﬁ+
= H

so when H has no explicit dependence on time it is equal to the energy. Finally, notice that the arbitrary
constant hy drops out of the equations of motion.

14.5.1 Multiparticle mechanics

In the case of N particles, the action becomes a functional of N distinct curves, C;,i =1,..., N
N
§— Z/ Wade? (57)
i=17Ci
As for the single particle case, the invariance of time constrains py. However, since W dé4 = —y,dz® is to

be evaluated on N different curves, there will be IV distinct coordinates x$ and momenta, p.. We therefore
have

0 = &{z0,. 00}
{620, 06} + {2, 005 }

9 (dpgy) Oz},
B opk 029 (58)
0
Now, since time is universal in non-relativistic physics, we may set 0 = ¢ for all m. Therefore, ‘%gl =1
m ox)
and we have 550
é]?) -0 (59)
Po

which implies that each pfy is a function of spatial components only,
s =g (. p7)
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This means that each pg is sufficiently general to provide a generic Hamiltonian. Conversely, any single
N-particle Hamiltonian may be written as a sum of IV identical Hamiltonians,

| X
H= nz::l H
so that eq.(57) becomes
1 & _
S = ;/C (—pidt + plda’)

N
(Zp?dwi — H (., p7) dt)
i=1

The introduction of multiple biconformal coordinates has consequences for the conformal equations that
describe biconformal space, for once we write the Weyl vector as

1
ho Jo

i

1 N N
WdA:—f ndr® = —i ndre
A 5 h();pa L, Z;ya Ly

then we have, in effect, introduced an 8 N-dimensional biconformal space and a corresponding 6 N-dimensional
phase space. This is the usual procedure in Hamiltonian mechanics, and it is required by the equations that
describe biconformal space.

Phase space includes 3N dimensions corresponding to positions of N particles in our usual Newtonian
3-space. This space contains complete information about the spatial configuration of the system. Sometimes
constraints reduce the effective dimension of these spatial dimensions. Therefore, by configuration space, we
mean the space of all possible postions of the particles comprising the system, or the complete set of possible
values of the degrees of freedom of the problem. Thus, configuration space for N particles is a subspace of
the 3N-dimensional space of all values of xi. By momentum space, we mean the 3/N-dimensional space of
all possible values of all of the conjugate momenta.

Finally, phase space is the 6 N-dimensional space of all possible values of both position and momentum.
Let

¢4 = (41,0}, 403, a0}

where A = 1,...,6N. Then the 6N variables £ provide a set of coordinates for phase space. In subsequent
sections we will write Hamilton’s equations in terms of these, thereby treating all 2N directions on an equal
footing. However, before developing the powerful tools of phase space, we revisit the issue of measurable size
change that occurs in locally dilatational spaces.

14.6 Measurement and Hamilton’s principal function

In biconformal spaces, the Weyl vector is not the gradient of a function so that its curl does not vanish.
Therefore, we can consider experiments in which we could expect to measure relative size change. Why is
no such size change ever detected?

Suppose a system characterized by an initial length, [y, moves dynamically from the point xg to the point
x1, along an allowed (i.e., classical) path C;. In order to measure a relative size change, we must employ a
standard of length, e.g., a ruler with length, \g. Suppose the ruler moves dynamically from zg to x; along
any classical path Cs. If the integral of the dilatational curvature over surfaces bounded by C; and C5 does
not vanish, the relative sizes of the two objects will be different.

As shown above, the ratio of lengths changes by the exponential of

74 Wadet
C1—Co

147



By Stokes’ theorem, this integral is equal to the surface integral of the curl of W4, which in turn is given by

W, _ OWs oW, _ 8S°
OWa W _ ([ ouf ~ aer  Bys  Oao
oEB DEA - 28 _ OWp 9S8~ _ 9s”®

oxP Oya 9ys 9Ya

W,  OWs W,
— oxh ) Ox 0yp

_ OWg
0Ya
OH , 9p; oH
0 OxJ + ot Ip;
_Opi _ 0H _ Oy + Oy; _51
= ot ozt OxI ox? i
__O0H J
op; 51‘
0 OH OH
oxJ Op;
__OH _ s
_ 4 0 07
_8H J
Opi 5i

since S“ = 0. This matrix can be written as the sum of antisymmetric product of two triples of 8-vectors.
Let

OH
[U’L]A = (ar70703070’6:n>
, OH
[VZ]A = <_8pv§;n70701070>
[Uils V] - Ul V'], = (W,o,o,o,o,éi)< api,an,o,o,o,o)
H . H
- 78 ,(5;;0,0,0,0 87,0,0,0,0,67
op; ox*
OH O el
~ Gy gm0 0
B 0 0 0 0
- 0 0 0 0
-2 5000
OH OH OH
_agiami 0 0 _Bpﬁ
B o 00 o
0 00 0
0 00 0
a9 el
0 G5 0 gt
_ | &= o o0 -
- 0 0 0 0
e U (R
Pm

This agrees with the curl of the Weyl vector, so we may write

Wa  OWp

9B 9EA

Now we write U; and V; as 1-forms:

=[Uil, V'] = Ul V'] 4




Vi ,d¢t = - ?95 dt + da’*

Evaluated along the classical paths where Hamilton’s equations hold, these forms both vanish! This means
that the curl of the Weyl vector is zero when evaluated along classical paths of motion.
Another way to see the same result is by constructing

/C Wade?

where C' is a solution to Hamilton’s equations. Starting at a fixed initial point (x%,pOi) there is a unique
path in phase space satisfying Hamilton’s equations. This is one of the great advantages of working in phase
space — unlike configuration space, there is only one allowed classical path through any point. Integrating
along this path to a point (xi, pi) gives a single value,

Iiﬁpz‘
S (z',pi) = Wadg?

4,P0i

Therefore, S (.Z‘i7 pi) is a function rather than a functional.

This argument immediately raises a question. To compare the evolving system to a ruler carried along a
different path we need a different allowed path. Yet we claimed that the initial conditions uniquely specify
the path! How can we reconcile the need for an independently moving standard with the uniqueness of phase
space paths?

The answer lies in the fact that the ruler and system can be compared if the initial positions agree, even
if the momenta are different. But this means that we need a stronger result than the single-valuedness of
the integral for S (mi, pi) . We need the values to be independent of the initial and final momenta, pg; and
pi. This independence is guaranteed by the collapse of Wadé4 to W,dx®, which is a derived property of
biconformal spaces. Integrating the Weyl vector along any configuration space path gives the same result
as integrating it along any path that projects to that configuration space path because W is horizontal — it
depends only on dz®, not on dp,. This is an example of a fibre bundle — the possible values of momentum
form a “fibre” over each point of configuration space, and the integral of the Weyl vector is independent of
which point on the fibre a path goes through.

Since the integral of the Weyl vector is a function of position, independent of path, then it is immediately
obvious that no physical size change is measurable. Consider our original comparison of a system with a
ruler. If both of them move from xy to 1 and the dilatation they experience depends only on x1, then at
that point they will have experienced identical scale factors. Such a change is impossible to observe from
relative comparison — the lengths are still the same.

This observation can also be formulated in terms of the gauge freedom. Since we may write the integral
of the Weyl vector as a function of position, the integral of the Weyl vector along every classical path may
be removed by the gauge transformation [104]

e 5@, (60)
Then in the new gauge,
/Wc'ydxa = /(Wa — 0,S(x)) dz™
= /Wadxo‘ —S(x)
0 (61)

as long as the integration is restricted to classical paths of motion. Note that we have removed all possible
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integrals with one gauge choice. This reflects the difference between a function and a functional. It again
follows that no classical objects ever display measurable length change.

In the next section, we provide a second proof of the existence of Hamilton’s principal function, this time
using differential forms. Then we derive some consequences of the existence of Hamilton’s principal function.

14.7 A second proof of the existence of Hamilton’s principal function

Proving the existence of Hamilton’s principal function & provides an excellent example of the usefulness of
differential forms. The Weyl vector written as a 1-form is

We can do more than this, however. One of the most powerful uses of differential forms is for finding
integrability conditions. To use them in this way, we must define the exterior derivative d of a 1-form. Given
a 1-form,

w = w;dz’

we define the exterior derivative of w to be the antisymmetric (g) tensor
1
5 (Ojwi — Oiw;)
Normally this is written as a 2-form, _ '
dw = Ojw;dz’ A da’
Here the wedge product, A, means that we automatically antisymmetrize the product of basis forms,
dz? Adz® = —da® Ada?

This antisymmetry is the only property of the wedge product we need.
Now we can use the following theorem (the converse to the Poincare lemma). Suppose (in a star-shaped
region) that
dd =0 (62)

for some p-form . The p-form is then said to be closed. It follows that
0=do (63)

for some (p-1)-form o. If 6 can be written in this form, it is said to be exact. Thus, closed forms are exact.
Conversely, if 6§ = do, then df = 0 because df = d?c = 0 (since d? = 0 always), so exact forms are closed.
You are already familiar with certain applications of the converse to the Poincaré lemma. The simplest

is for the differential of a one-form. Suppose
dd=0 (64)

Then there exists a function f (a function is a zero-form) such that
0=df (65)

This is the usual condition for the integrability of a conservative force. Think of f as the negative of the
potential and 0 as the force, § = F;dz*. Then the integrability condition

dfg =0 (66)
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is just

0 = dé

dF; A dat

= 8—Flidacj/\dmi
oxd
1 0F; ) ) . )

_ -7t J T % J

= 354 (dx ANdx' —dx /\d;v)
1 /0F; . . - OF;, . )
il Bl P i Y g J
2<8xjdx A dx 8mjdx /\dz)
1 /0F;, = . . OF; . . ,

= = ‘da? Adat — =—2da? Adat
2<8w]x/\x (%clm/\x)
1 (O0F, OF; j i

- 2(8xj_8xi)dx Mo

This is equivalent to the vanishing of the curl of F, the usual condition for the existence of a potential.
The Poincaré lemma and its converse give us a way to tell when a 1-form is the differential of a function.
Given the Weyl vector
w = p;dz; — Hdt (67)

we have w = dS if and only if dw = 0. Therefore, compute

dw = dp; Adx; — —aH dz; Adt — —8Hdpl- Adt — —aHdt Adt
Ox; Op; ot
H H
= dp; Ndz; — id:pi Adt — 0 dp; AN dt (68)
Ox; Op;

where the last term vanishes because dt A dt = 0. We can rearrange this result as

H H
dw = dpi/\da:i—g—dxi/\dt— 9 dp; Adt
T i
OH OH
= dp; dt | A | da; — =—dt 69
(p+3ffi> (w api) (©9)
where we again use dt A dt = 0 and also use dz; A dt = —dt A dx;. Since each factor is one of Hamilton’s

equations, this condition is clearly satisfied when the equations of motion are satisfied. Therefore, the Weyl
vector must be the exterior derivative of a function,

w=dS

and we have proved the existence of Hamilton’s principal function S. To find the function we just integrate,

5= [

Since the integrability condition is satisfied, it doesn’t matter which solution to Hamilton’s equations we
integrate along — all give the same value.
We end this section with some properties of Hamilton’s principal function. We have

w = p;dx; — Hdt
On the other hand, since w = dS, we can expanding the differential as

oS oS oS
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Equating the two expressions for w term by term shows that

oS
Opi
s
oz, = Di
oS
ot

We will require these relationships when we develop Hamilton-Jacobi theory.

= 0

= -H

14.8 Phase space and the symplectic form

We now explore some of the properties of phase space and Hamilton’s equations.

One advantage of the Hamiltonian formulation is that there is now one equation for each initial condition.
This gives the space of all gs and ps a uniqueness property that configuration space (the space spanned by the
gs only) doesn’t have. For example, a projectile which is launched from the origin. Knowing only this fact,
we still don’t know the path of the object — we need the initial velocity as well. As a result, many possible
trajectories pass through each point of configuration space. By contrast, the initial point of a trajectory in
phase space gives us both the initial position and the initial momentum. There can be only one path of the
system that passes through that point.

Systems with any number of degrees of freedom may be handled in this way. If a system has N degrees of
freedom then its phase space is the 2/N-dimensional space of all possible values of both position and momen-
tum. We define configuration space to be the space of all possible postions of the particles comprising the
system, or the complete set of possible values of the degrees of freedom of the problem. Thus, configuration
space is the N-dimensional space of all values of ¢;. By momentum space, we mean the N-dimensional space
of all possible values of all of the conjugate momenta. Hamilton’s equations then consist of 2N first order
differential equations for the motion in phase space.

We illustrate these points with the simple example of a one dimensional harmonic oscillator.

Let a mass, m, free to move in one direction, experience a Hooke’s law restoring force, F' = —kx. Solve
Hamilton’s equations and study the motion of system in phase space. The Lagrangian for this system is

L = T-V
1 1
= §m$2 — ika
The conjugate momentum is just
oL .
= — =mz&
P= 9
so the Hamiltonian is
H = pt—L
2
p I o 1,5
= ——= —k
m 2" g
2
p L o
= — 4+ =k
om T 2"
Hamilton’s equations are
s = OH p
 9p m
OH
= ——=—k
p or o
oOH oL 0
o ot



Note that Hamilton’s equations are two first-order equations. From this point on the coupled linear equations

= —kz
p

m

may be solved in any of a variety of ways. Let’s treat it as a matrix system,

d [z L x
al)=( 7)) &
-k ) has eigenvalues w = (\ / %, —4/ ffl) and diagonalizes to

( —iw 0 ) — AMA-

The matrix M = (

3=

0 w
where

4 - 1 <z km 1>
2ivkm \ tWVkm -1
. -1 -1
—ivkm ivVkm
k

w = —
m

Therefore, multiplying eq.(70) on the left by A and inserting 1 = A71A4,

()0 )aa(;)

we get decoupled equations in the new variables:

a 32— 2
p)=A( )= 1) Ve (72)
a p 1 T+ p
2 Vkm
The decoupled equations are
d a —w 0 a
dt(aT>< Oiw)(aT> (73)
or simply
a —iwa
ol = —iwal
with solutions
a = aoefiwt
af = agei‘"t
The solutions for x and p may be written as
r = xgcoswt+ Po sin wt
mw
p = —mwzosinwt + pgcoswt
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Notice that once we specify the initial point in phase space, (2o, po), the entire solution is determined. This
solution gives a parameterized curve in phase space. To see what curve it is, note that

m2w2r? »? m2w2e? »?

- 2 2052 12 2 20,272

2mkE 2mE pg +miwxh  pg + miwrx]
m2w?

Do . 2
= 5T 5 5.3 (ToCos wt + — sinwt
Py + mw=-zy mw

1 . 2
5T 3 3.3 (—mwxo sinwt + pg COSwt)
Py + mewx]

2 2,2 2
m-wory P

p3 4+ m2w?xd Pt + miPw?a}

=1

or
m2w?z? 4+ p? = 2mE
This describes an ellipse in the xp plane. The larger the energy, the larger the ellipse, so the possible motions

of the system give a set of nested, non-intersecting ellipses. Clearly, every point of the xp plane lies on exactly
one ellipse.

The phase space description of classical systems are equivalent to the configuration space solutions and
are often easier to interpret because more information is displayed at once. The price we pay for this is
the doubled dimension — paths rapidly become difficult to plot. To ofset this problem, we can use Poincaré
sections — projections of the phase space plot onto subspaces that cut across the trajectories. Sometimes the
patterns that occur on Poincaré sections show that the motion is confined to specific regions of phase space,
even when the motion never repeats itself. These techniques allow us to study systems that are chaotic,
meaning that the phase space paths through nearby points diverge rapidly.

Now consider the general case of N degrees of freedom. Let

¢t = (¢',p))

where A =1,...,2N. Then the 2N variables £ provide a set of coordinates for phase space. We would like
to write Hamilton’s equations in terms of these, thereby treating all 2N directions on an equal footing.

In terms of ¢4, we have
o (d
dt Dj

OH

_ op;
= _“8m
Oqi

OH
AB 911
0 97

QAB QAB

where the presence of in the last step takes care of the difference in signs on the right. Here is

just the inverse of the symplectic form found from the curl of the dilatation, given by

0 &
AB _ . J
= %)

Its occurrence in Hamilton’s equations is an indication of its central importance in Hamiltonian mechanics.
We may now write Hamilton’s equations as
A
S OAB OH
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Consider what happens to Hamilton’s equations if we want to change to a new set of phase space
coordinates, x4 = x4 (¢). Let the inverse transformation be £ (). The time derivatives become

der ogt dx”P
dt — 0xB dt

while the right side becomes
OH ox¢ o0H
QAB _ QAB
o¢P 9EB ox©
Equating these expressions,
0t dx” _ apdx” OH
OxB dt 9EB o\ D

(e}
we multiply by the Jacobian matrix, % to get

ot dx® _ OxC JapOx” OH
OEA O\ B dt oA 0¢B oy P
5€ dx” _ ax“ OAB X" oH
Bt OEA 0¢B 0xP

and finally

dx® _ Ox“ 1apOX” OH
dt — 0eA 0B axP
Defining the symplectic form in the new coordinate system,
sop _ OXY o apoxX”
Qcep Q
oA OB

we see that Hamilton’s equations are entirely the same if the transformation leaves the symplectic form
invariant,

QCD _ QCD
Any linear transformation M4 p leaving the symplectic form invariant,
AB _ 7sA B _(CD
O =M* M” 5Q

is called a symplectic transformation. Coordinate transformations which are symplectic transformations at
each point are called canonical. Therefore those functions x4 (¢) satisfying

ox® oxP”
CD _ AB
0 - 0¢ oA 2ea 0& o¢B

are canonical transformations. Canonical transformations preserve Hamilton’s equations.

14.9 Poisson brackets

We may also write Hamilton’s equations in terms of the Poisson brackets. Recall that the Poisson bracket
of any two dynamical variables f and g is given by

OAB 3f 39

The importance of this product is that it too is preserved by canonical transformations. We see this as
follows.
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Let €4 be any set of phase space coordinates in which Hamilton’s equations take the form of eq.(74), and
let f and ¢ be any two dynamical variables, that is, functions of these phase space coordinates, 4. The
Poisson bracket of f and g is given above. In a different set of coordinates, x4 (¢), we have

QABaif ag
x4 OxB

_ AB (afcaf> (agDag)
N OxA 9¢C oxP o¢p
L (g o1

o \oxA OxB ) 9¢C o¢P

{f.q}

Therefore, if the coordinate transformation is canonical so that

850 QAB agD _ QCD
AxA oxB
then we have of
’ AB g
= Q —_— =
{f. 9} 9EC 9ED {f,9}
and the Poisson bracket is unchanged. We conclude that canonical transformations preserve all Poisson

brackets.
An important special case of the Poisson bracket occurs when one of the functions is the Hamiltonian.

In that case, we have
of 0H
_ oAB 9] o
{f7 H} - Q 8€A 8§B
of O0H _ af OH
Ozt Op;  Op' Ox;
_of dz'  Of (_dpi>

oxi dt  dp dt
_ 9o
ot ot
or simply, i of
5 = AN+ 5

This shows that as the system evolves classically, the total time rate of change of any dynamical variable is
the sum of the Poisson bracket with the Hamiltonian and the partial time derivative. If a dynamical variable
has no explicit time dependence, then % = 0 and the total time derivative is just the Poisson bracket with

the Hamiltonian.
The coordinates now provide a special case. Since neither x* nor p; has any explicit time dependence,

with have

dz?

- {H , xz}
dpi
= {H,p; 75
and we can check this directly:
dg; i
bt CHRNNY = g
dt {Ha'}
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_ oy (PeonoxtoH
o O0xz3 Op;  Op; OxJ

Jj=1

and

dp;
dt

{vai}

S (apiw_ Op: 8H>
(9qj 8pj 3pj qu

j=1

_ oH
dq;

8(]1 e % = O =
? Opj 9q;

Notice that since g;,p; and are all independent, and do not depend explicitly on time

9q; _ Opi
at

Fingﬁy, we define the fundamental Poisson brackets. Suppose x' and p; are a set of coordinates on
phase space such that Hamilton’s equations hold in the either the form of egs.(75) or of eqs.(74). Since
they themselves are functions of (™, p,,) they are dynamical variables and we may compute their Poisson
brackets with one another. With ¢4 = (2™, p,) we have

. Ozt Oz’
i AB
tholte = O oer
B XN: Ozt 027 3 Oxt 0x’
B = dz™ Opy,  Opp, O™
=0

for x* with z7,

i 0z Op;
(e = 0 gen g

B ZN: (5‘:zzi dp; o apj)
= O0x™ Opy,  Oppy OT™
N .
= D e
m=1

= 4

for ' with p; and finally

Op; Op;
AB

_ i (apz- op;  Ipi apj)

1

m oz™ apm apm Oz™
= 0
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for p; with p;. The subscript £ on the bracket indicates that the partial derivatives are taken with respect
to the coordinates €4 = (x’, pj) . We summarize these relations as

We summarize the results of this subsection with a theorem: Let the coordinates £4 be canonical. Then
a transformation y* (¢) is canonical if and only if it satisfies the fundamental bracket relation

{XA’XB}E _ AB
For proof, note that the bracket on the left is defined by
(118}, — 0L
IS
so in order for y to satisfy the canonical bracket we must have

CD ‘9XA aXB _ OAB

o¢C oeD (76)

which is just the condition shown above for a coordinate transformation to be canonical. Conversely, suppose
the transformation x* (£) is canonical and {£4,£8} £ = QAB. Then eq.(76) holds and we have

oxA ox?
{x*, XB}g - QCD@?‘ 9eD QA

so x* satisfies the fundamental bracked relation.
In summary, each of the following statements is equivalent:

1. x*(€) is a canonical transformation.
2. x4 (€) is a coordinate transformation of phase space that preserves Hamilton’s equations.
. XA

(&) preserves the symplectic form, according to

ap 9C P o
x4 OxB

4. x4 (¢) satisfies the fundamental bracket relations

ox? oOx B
A B _ 0OCD
{X » X }5 =Q 3§C 8§D

These bracket relations represent a set of integrability conditions that must be satisfied by any new set of
canonical coordinates. When we formulate the problem of canonical transformations in these terms, it is not
obvious what functions ¢ (z7,p;) and m; (27, p;) will be allowed. Fortunately there is a simple procedure
for generating canonical transformations, which we develop in the next section.

We end this section with three examples of canonical transformations.

14.9.1 Example 1: Coordinate transformations

Let the new configuration space variable, ¢°, be and an arbitrary function of the spatial coordinates:

¢ =q (@)
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and let m; be the momentum variables corresponding to ¢*. Then (qi, wj) satisfy the fundamental Poisson
bracket relations iff:

{d.d},, = 0
{7}, = 9
{mi,m},, = 0
Check each:
i N~ (04 04 g O
{d'q }”’ n z_:l <8xm Opm  Opm 896’”)
_ 0
since gq = 0. For the second bracket,
& = {d'm},,
_ i (aqi om; g’ ayrj>
— Ox™ Opyy,  Opp, O™

Since ¢’ is independent of p,,, we can satisfy this only if
aT(j o ox™
Opm — O¢

Integrating gives

a n
dq J
with ¢; an arbitrary constant. The presence of ¢; does not affect the value of the Poisson bracket. Choosing
¢; = 0, we compute the final bracket:

Tj= 5 =PntC

M=

{mi,mi},, = 0x™ Opy,  Opp, O™

<87Ti 671']' (9’/T1' a’frj>

m=1

e 8Im 821,71
(“)me)q pn Oq? 0qt Ox™0qI bn

( ™ 0 Ox" 8a:m 0 33:")
DPn

I
M=

3
I

I
Mz

¢ 0x™ dgi  dq' dx™ dgi

i n 0 Oz
¢l gt ¢’ Og7

I
—

m

I
] =

1

|
<3
[

Therefore, the transformations

¢ = ¢
ox"

is a canonical transformation for any functions ¢’(x). This means that the symmetry group of Hamilton’s
equations is at least as big as the symmetry group of the Euler-Lagrange equations.
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14.9.2 Example 2: Interchange of x and p.

The transformation
qi = Pi

o o= —a

is canonical. We easily check the fundamental brackets:

{d.d},, = upd,,=0
{d'm},, = {2},

= ey,

= +{oni},,
{mismi},, = {fxz,fwj}w,p:()

Interchange of 2¢ and pj, with a sign, is therefore canonical. The use of generalized coordinates does not
include such a possibility, so Hamiltonian dynamics has a larger symmetry group than Lagrangian dynamics.

For our last example, we first show that the composition of two canonical transformations is also canonical.
Let v (x) and x (£) both be canonical. Defining the composition transformation, ¥ (£) = 1 (x (£)), we
compute

QCD%% — Q°D (8¢A 3XE) <51/)B 5'XF>
0¢C 9¢b oxE o9¢C oxF o¢P
_ X" ep <51/)A) (31/)B>
0¢C p¢b ox® oxt
- o (5%) (5r)
oxF ox¥

QAB

so that ¥ (x (£)) is canonical.

14.9.3 Example 3: Momentum transformations

By the previous results, the composition of an arbitratry coordinate change with x, p interchanges is canon-
ical. Consider the effect of composing (a) an interchange, (b) a coordinate transformation, and (¢) an
interchange.

For (a), let

Then for (b) we choose an arbitrary function of ¢! :

Q= @' (d) =9 ®)

Iqt 9pn
Q™ o "
Finally, for (c), another interchange:
Ipn
7 — P’L o a n
q a0 €T
T = —Qi = —Qi (pj)



This establishes that replacing the momenta by any three independent functions of the momenta, preserves
Hamilton’s equations.

14.10 Generating functions

There is a systematic approach to canonical transformations using generating functions. We will give a
simple example of the technique. Given a system described by a Hamiltonian H(x*,p,), we seek another
Hamiltonian H'(¢", m;) such that the equations of motion have the same form, namely

de*  OH
dt N 8pi
dpi OH
.~ ox
in the original system and

dq’ o’
dat - om

dmy OH'
i — 9¢

in the transformed variables. The principle of least action must hold for each pair:

/ (pidz’ — Hdt)

/ (midg' — H'dt)

where S and S’ differ by at most a constant. Correspondingly, the integrands may differ by the addition of

a total differential, df = %dt, since this will integrate to a surface term and therefore will not contribute to
the variation. Notice that this corresponds exactly to a local dilatation, which produces a change

S

S/

W'!dz® = Weydz® —df
= Wydz® — gdt
dt

In general we may therefore write
pidxt — Hdt = m;dg' — H'dt + df
A convenient way to analyze the condition is to solve it for the differential df
df = pda® — midg' + (H' — H) dt

For the differential of f to take this form, it must be a function of x%, ¢* and ¢, that is, f = f(z%,¢’,1).
Therefore, the differential of f is

_Of i Of i, Of
df = 8xid$ + 8qidq + 8tdt
Equating the expressions for df we match up terms to require
_ o
pi = Dt (77)
_ o
of
H = H+ =
+ BN (79)
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The first equation

of(#?, ¢, t)
ox’

gives ¢* implicitly in terms of the original variables, while the second determines ;. Notice that we may pick

any function ¢* = ¢'(pj,27,t). This choice fixes the form of 7; by the eq.(78), while the eq.(79) gives the new

Hamiltonian in terms of the old one. The function f is the generating function of the transformation.

pi = (80)

15 General solution in Hamiltonian dynamics

We conclude with the crowning theorem of Hamiltonian dynamics: a proof that for any Hamiltonian dynam-
ical system there exists a canonical transformation to a set of variables on phase space such that the paths
of motion reduce to single points. Clearly, this theorem shows the power of canonical transformations! The
theorem relies on describing solutions to the Hamilton-Jacobi equation, which we introduce first.

15.1 The Hamilton-Jacobi Equation
We have the following equations governing Hamilton’s principal function.

oS
Ipi
s
oz, = Db
oS
ot

Since the Hamiltonian is a given function of the phase space coordinates and time, H = H(x;,p;,t), we
combine the last two equations:

oS oS

This first order differential equation in s + 1 variables (¢,2;;¢ = 1,...s) for the principal function S is the
Hamilton-Jacobi equation. Notice that the Hamilton-Jacobi equation has the same general form as the
Schrodinger equation and is equally difficult to solve for all but special potentials. Nonetheless, we are
guaranteed that a complete solution exists, and we will assume below that we can find it. Before proving
our central theorem, we digress to examine the exact relationship between the Hamilton-Jacobi equation
and the Schrodinger equation.

15.2 Quantum Mechanics and the Hamilton-Jacobi equation

The Hamiltonian-Jacobi equation provides the most direct link between classical and quantum mechanics.
There is considerable similarity between the Hamilton-Jacobi equation and the Schrédinger equation:

aS oS
o~ Heeg0
oy
’LFLE = H(xl,p“ t)

We make the relationship precise as follows.
Suppose the Hamiltonian in each case is that of a single particle in a potential:

2
B
H72m+V(x)
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Write the quantum wave function as

w:Aeé“’
The Schrédinger equation becomes
o (Aci?) 2 | |
h— 7 = _ 2 (32 X%
L om Y (Ae >+V(A€ )
0A i,0¢ h? i (A i
—er? — Aer¥ L = _— . g A —Aer?® Aer?®
zhate e’ o o V (e \V/ +he ch)—i—Ve
(i 9
= o ﬁVSﬁVA“‘VA
o, (i i
*%6"@ <hVA V90+EAV2<P>
h2 1 2 i
“om <h) er? (A ¢-vp)
+V Aer#
Then cancelling the exponential,
L 0A Oy ih .,
h——-A— = —— A—— A
ot o om VIV AT oV
ih ih
—5 - VA Ve AV
m 2m
1
5 (Ave - ve)+VA
2m
Collecting by powers of h,
Op 1
0 Lo _ L .
1 0A 1 /2
1 -t - A . 2
2 n

The zeroth order terms is the Hamilton-Jacobi equation, with ¢ = S:

oS 1
o T g VS VStV
1 2
= 5P + V()

where p = 7S. Therefore, the Hamilton-Jacobi equation is the 7 — 0 limit of the Schrédinger equation.

15.3 Trivialization of the motion

We now seek a solution, in principle, to the complete mechanical problem. The solution is to find a canonical
transformation that makes the motion trivial. Hamilton’s principal function, the solution to the Hamilton-
Jacobi equation, is the generating function of this canonical transformation.
To begin, suppose we have a solution to the Hamilton-Jacobi equation of the form
S=yg(t,x,.. ,as) + A

ey Lgy XYy .
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where the a; and A provide s + 1 constants describing the solution. Such a solution is called a complete
integral of the equation, as opposed to a general integral which depends on arbitrary functions. We will
show below that a complete solution leads to a general solution. We use S as a generating function.

Our canonical transformation will take the variables (z;,p;) to a new set of variables (ﬁi, ai) . Since §
depends on the old coordinates x; and the new momenta «;, we have the relations

oS

Pi = o
oS

Bi = D,

H = H+ 95

ot

Notice that the new Hamiltonian, H’, vanishes because the Hamiltonian-Jacobi equation is satisfied by S!.
With H' = 0, Hamilton’s equations in the new canonical coordinates are simply

dOti _ aHl -0
a 08
ag; _aH / _0
dt B aa,; -
with solutions
«; = const.
Bi = const.

The system remains at the phase space point (a;,3;). To find the motion in the original coordinates as
functions of time and the 2s constants of motion,

r; = xi(t; oy, ;)
we can algebraically invert the s equations

ag(x“ tv ai)

Bi = 9a,

The momenta may be found by differentiating the principal function,

88(:52, t7 ai)

pi = o

Therefore, solving the Hamilton-Jacobi equation is the key to solving the full mechanical problem. Fur-
thermore, we know that a solution exists because Hamilton’s equations satisfy the integrability equation for
S.

We note one further result. While we have made use of a complete integral to solve the mechanical
problem, we may want a general integral of the Hamilton-Jacobi equation. The difference is that a complete
integral of an equation in s + 1 variables depends on s + 1 constants, while a general integral depends on s
functions. Fortunately, a complete integral of the equation can be used to construct a general integral, and
there is no loss of generality in considering a complete integral. We see this as follows. A complete solution
takes the form

S=g(t,x1,...,x5,01,...,05) + A

To find a general solution, think of the constant A as a function of the other s constants, A(a, ..., as). Now
replace each of the «; by a function of the coordinates and time, o; — h;(t,x;). This makes S depend on
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arbitrary functions, but we need to make sure it still solves the Hamilton-Jacobi equation. It will provided
the partials of S with respect to the coordinates remain unchanged. In general, these partials are given by

s ([ 8S L (98 Ohy
ox; B Ox; hi=const. Oh, x=const. Iz

We therefore still have solutions provided
878 Oh _ 0
ahk x=const. am" -

and since we want hy to be an arbitrary function of the coordinates, we demand

oS
(ahk>w—const. =0

95 _ 0
Ohy,  Ohy

Then
(9(t, @i, i) + A(a;)) =0
and we have

A(ay,...,a5) = const. — g

This just makes A into some specific function of &’ and ¢.
Since the partials with respect to the coordinates are the same, and we haven’t changed the time depen-
dence,
S=g(t,x1,...,xs,h1,...,hs) + A(hy)

is a general solution to the Hamilton-Jacobi equation.

15.3.1 Example 1: Free particle

The simplest example is the case of a free particle, for which the Hamiltonian is

H=2
2m
and the Hamilton-Jacobi equation is
os 1 2
o o)
Let
S = f(x)— Et

Then f(x) must satisfy
d
—f =V2mb
dz

and therefore

f(x) = V2mEx—c

= T7xr—cC

where ¢ is constant and we write the integration constant E in terms of the new (constant) momentum.
Hamilton’s principal function is therefore

2
S(z,mt) =m0 — ——t —
(x,m,t) =7z 5 c
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Then, for a generating function of this type we have

Because F = H, the new Hamiltonian, H’', is zero. This means that both ¢ and 7 are constant. The solution

for z and p follows immediately:

We see that the new canonical variables (g, 7) are just the initial position and momentum of the motion, and
therefore do determine the motion. The fact that knowing ¢ and 7 is equivalent to knowing the full motion
rests here on the fact that S generates motion along the classical path. In fact, given initial conditions (g, 7),
we can use Hamilton’s principal function as a generating function but treat 7 as the old momentum and x

_ 05 _
b= 8:r_7T
_ s __ 7,
¢ = aw_”“" m
oS
H/ = H 7:H—E
o

s
q+ —t
m

™

as the new coordinate to reverse the process above and generate z(t) and p.

15.3.2 Example 2: Simple harmonic oscillator

For the simple harmonic oscillator, the Hamiltonian becomes

and the Hamilton-Jacobi equation is

Letting

as before, f(x) must satisfy

and therefore

2
p L o
H=2 4_
2m—|—2kx
S 1 o 1
S = f(x)— Et

[ 2 (5~ 307

/ v 12 — mkx?dx

where we have set E = % Now let vVmkxz = msiny. The integral is immediate:

f(=)

/ V2 — mkx?dx

72 / 2.0d
—— [ cos
ok yay
2 .
= (y + siny cosy)

2vVmk
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Hamilton’s principal function is therefore

2
S(x,m,t) = T | sin? (mGf) FVmk S /1 - mk
T T 2

T '—1(\/ kf) L 2 _ k2—7r—t—
2msm mﬂ +2 s mkx o c

and we may use it to generate the canonical change of variable.
This time we have

_ s
P = bz

S SR S s e S L S

) 2 2 2 V2 — mka?

1 7 1, 9 mka?
= - (4= — mkz?) —
7r2mkx2<2+2( mha) 2

= 72 — mkx?

_ o
= or

= \/%sin_1 (W§)+ r ! (—Wi)

3

n x 7
2\/m2 —mkxz m
T . ( \/—x) 7r
= sin mk— | — —t
vmk 0 m
a8
H = H+—=H-E=0
ot
The first equation relates p to the energy and position, the second gives the new position coordinate g, and
third equation shows that the new Hamiltonian is zero. Hamilton’s equations are trivial, so that = and ¢ are

constant, and we can invert the expression for ¢ to give the solution. Setting w = %, the solution is
T /mw
x(t) = —sin (—q + wt)
mw T
= Asin(wt + ¢)
where
¢ = A¢
T = Amw

The new canonical coordinates therefore characterize the initial amplitude and phase of the oscillator.

15.3.3 Example 3: One dimensional particle motion

Now suppose a particle with one degree of freedom moves in a potential U(x). Little is changed. The the

Hamiltonian becomes )
=Y ,yu
2m
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and the Hamilton-Jacobi equation is

- 2
- (84U
Letting
S = f(z)— Et
as before, f(x) must satisfy
daf
o 2m (E - U (z))

and therefore

flz) = /\/2m(E—U(:L’))d:c
= /\/71’2 —2mU (z)dx
where we have set £ = 2—. Hamilton’s principal function is therefore

2
) = 7 _ Ty
S (x,m,t) /\/77 2mU (z)dz th c

and we may use it to generate the canonical change of variable.
This time we have

oS
- = — 2 _
p = 8x w2 —2mU (x)
= /2 — -
q 871' 87r([ 2mU (z)dx t
oo 0+ _m_p_y

ot

The first and third equations are as expected, while for ¢ we may interchange the order of differentiation
and integration:

¢ - 8(/¢ﬂ—%ﬂ@ﬂ0—;t

= /8 w2 —2mU (z ))dw—%t

| e

To complete the problem, we need to know the potential. However, even without knowing U (z) we can make
sense of this result by combining the expression for ¢ above to our previous solution to the same problem.
There, conservation of energy gives a first integral to Newton’s second law,

(i )

t

. P
2m
1
2

so we arrive at the familiar quadrature

r mdx
t—tOZ/dtZ/ _—
zo \/2m (E —U)
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Substituting into the expression for ¢,

¢ = /‘” wdx 71/95 mdzx 71150
Tt ) mh on BT m

_ /m wdx _/m mdx —lto
T2 @) e T —2ml (@) m

s
—t

/ o wdx

vr2=2mU (z) m
We once again find that ¢ is a constant characterizing the initial configuration. Since ?( is the time at which
the position is xy and the momentum is py, we have the following relations:

2

P’ Do
— 4+ U == 4 U =F= t.
- (x) - (z0) cons

and

* dx
t—toz/ e
20 (/2 (E-U)

which we may rewrite as

Part IV
Bonus sections

We did not have time for the following topics or their applications, but you may find them interesting or
useful. The section on gauge theory is not complete, but has a full treatment of differential forms.

16 Classical spin, statistics and pseudomechanics

16.1 Spin

Now that we have a gauge theory of mechanics, we can ask further about the representation of the gauge
symmetry. A representation of a group is the vector space on which the group acts. The largest class of
objects on which our symmetry acts will be the class determining the covering group. This achieves the
fullest realization of our symmetry. For example, while the Euclidean group IS0 (3) leads us to the usual
formulation of Lagrangian mechanics, we can ask if we might not achieve something new by gauging the
covering group, ISpin(3) = ISU (2) . This extension, which places spinors in the context of classical physics,
depends only on symmetry, and therefore is completely independent of quantization.

There are numerous advantages to the spinorial extension of classical physics. After Cartan’s discovery
of spinors as linear representations of orthogonal groups in 1913 ([61],[62]) and Dirac’s use of spinors in
the Dirac equation ([63],[64]), the use of spinors for other areas of relativistic physics was pioneered by
Penrose ([65],[66]). Penrose developed spinor notation for general relativity that is one of the most powerful
tools of the field. For example, the use of spinors greatly simplifies Petrov’s classification of spacetimes
(compare Petrov [67] and Penrose ([65],[68]), and tremendously shortens the proof of the positive mass
theorem (compare Schoen and Yau ([69],[70],[71]) and Witten [72]). Penrose also introduced the idea and
techniques of twistor spaces. While Dirac spinors are representations of the Lorentz symmetry of Minkowski
space, twistors are the spinors associated with larger conformal symmetry of compactified Minkowski space.

169



Their overlap with string theory as twistor strings is an extremely active area of current research in quantum
field theory (see [73] and references thereto). In nonrelativistic classical physics, the use of Clifford algebras
(which, though they do not provide a spinor representation in themselves, underlie the definition of the spin
groups) has been advocated by Hestenes in the “geometric algebra” program [9].

It is straightforward to include spinors in a classical theory. We provide a simple example.

For the rotation subgroup of the Euclidean group, we can let the group act on complex 2-vectors, x¢,
a = 1,2. The resulting form of the group is SU(2). In this representation, an ordinary 3-vector such as the
position vector ! is written as a traceless Hermitian matrix,

X = 7o

[X]ab _ CEi [Ui]ab

where o; are the Pauli matrices. It is easy to write the usual Lagrangian in terms of X :
L= %tr (XX) —V(X)

where V' is any scalar-valued function of X. However, we now have the additional complex 2-vectors, x?,
available. Consider a Dirac-type kinetic term

AXa (X — pux®)

and potential .
V (x*) = AX*BioiapX” + . ..

Notice there is no necessity to introduce fermions and the concomitant anticommutation relations — we regard
these spinors as commuting variables. A simple action therefore takes the form

S = / at (e (XX) + X (55" = ix®) = V (X) = A B’

The equations of motion are then

, OV
mit = 7O_'Lab o
X* = —ipx* —iAB'oiawx"

together with the complex conjugate of the second. The first reproduces the usual equation of motion for
the position vector. Assuming a constant vector B*, we can easily solve the second. Setting xy = e~

must satisfy, ) A
= —iAB'o; iy

This describes steady rotation of the spinor,
b =e Py

The important thing to note here is that, while the spinors 1 rotate with a single factor of e
such as X rotates as a matrix and therefore requires two factors of the rotation

W7 a vector

X/ _ e—iw«eriw'o

This illustrates the 2 : 1 ratio of rotation angle characteristic of spin 1/2. The new degrees of freedom
therefore describe classical spin and we see that spin is best thought of as a result of the symmetries of
classical physics, rather than as a necessarily quantum phenomenon. Similar results using the covering
group of the Lorentz group introduce Dirac spinors naturally into relativity theory. Indeed, as noted above,
2-component spinor notation is a powerful tool in general relativity, where it makes such results as the Petrov
classification or the positivity of mass transparent.
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16.2 Statistics and pseudomechanics

The use of spinors brings immediately to mind the exclusion principle and the spin-statistics theorem. We
stressed that spin and statistics are independent. Moreover, spin, as described above, follows from the
use of the covering group of any given orthogonal group and is therefore classical. For statistics, on the
other hand, the situation is not so simple. In quantum mechanics, the difference between Bose-Einstein and
Fermi-Dirac statistics is a consequence of the combination of anticommuting variables with the use of discrete
states. In classical physics we do not have discrete states. However, nothing prevents us from introducing
anticommuting variables. In its newest form, the resulting area of study is called pesudomechanics.

The use of anticommuting, or Grassmann variables in classical physics actually has an even longer history
than spin. The oldest and most ready example is the use of the wedge product for differential forms

dzx ANdy = —dy Adzx
This gives a grading of (—)” to all p-forms. Thus, if w is a p-form and 5 a g-form,

w = wil..iipdx“ A Adatr
= wil...iquil A Adale
Then their (wedge) product is even or odd depending on whether pq is even or odd:
wAn=(=)"nAw
Nonetheless, p-forms rotate as rank- (2) tensors under SO(3) (or SO (n)), in violation of the familiar spin-
statistics theorem. Under SU(2) they rotate as rank- (2(;) tensors, not as spinors.

Another appearance of anticommuting variables in classical mechanics stems from the insights of super-
symmetric field theory. Before supersymmetry, continuous symmetries in classical systems were characterized
by Lie algebras, with each element of the Lie algebra generating a symmetry transformation. The Lie algebra
is a vector space characterized by a closed commutator product and the Jacobi identity. Supersymmetries
are extensions of the normal Lie symmetries of physical systems to include symmetry generators (Grassmann
variables) that anticommute. Like the grading of differential forms, all transformations of the graded Lie
algebra are assigned a grading, 0 or 1, that determines whether a commutator or commutator is appropriate,

according to
([T, Tg) = T, Ty — (=)™ T4 T,

where p,q € {0,1}. Thus, two transformations which both have grading 1 have anticommutation relations
with one another, while all other combinations satisfy commutation relations.

Again, there is nothing intrinsically “quantum” about such generalized symmetries, so we can consider
classical supersymmetric field theories and even supersymmetrized classical mechanics. Since anticommuting
fields correspond to fermions in quantum mechanics, we may continue to call variables fermionic when used
classically, even though their statistical properties may not be Fermi-Dirac. Perhaps more importantly, we
arrive at a class of classical action functionals whose quantization leads directly to Pauli or Dirac spinor
equations.

The development of pseudomechanics was pioneered by Casalbuoni ([74], [75], see also Freund [76]), who
showed that it was possible to formuate an i — 0 limit of a quantum system in such a way that the spinors
remain but their magnitude is no longer quantized. Conversely, the resulting classical action leads to the
Pauli-Schrodinger equation when quantized. Similarly, Berezin and Marinov [77], and Brink, Deser, Zumino,
di Vecchia and Howe [78] introduced four anticommuting variables, % to write the pre-Dirac action. We
display these actions below, after giving a simplified example. Since these approaches moved from quantum
fields to classical equations, they already involved spinor representations. However, vector versions (having
anticommuting variables without spinors) are possible as well. Our example below is of the latter type. Our
development is a slight modification of that given by Freund [76].
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To construct a simple pseudomechanical model, we introduce a superspace formulation, extending the
usual “bosonic” 3-space coordinates x; by three additional anticommuting coordinates, 6¢,

{6%,6°} =0

Consider the motion of a particle described by (z; (), 0% (t)), and the action functional

S = /dt (;mxx + %aaéﬂ —V (2, eb))

Notice that 2 = 0 for any anticommuting variable, so the linear velocity term is the best we can do. For
the same reason, the Taylor series in 6% of the potential V/ (:L”7 Hb) terminates:

) . ) 1 ) 1 ;
V (2%,0%) = Vo (2%) + q (%) 0% + FEabeB” (') 0°0° + 3% (@) Eabc00°0°
Since the coefficients remain functions of z?, we have introduced four new fields into the problem. However,
they are not all independent. If we change coordinates from 6 to some new anticommuting variables, setting
0" = X"+ EBLX"X + Cepeax" XX
_ a

Bgc - [bc]

where ( is an anticommuting constant, the component functions in H (9”) change according to

1
V = Vb + "/}aXa + <wa£Bgc + 25acha> XbXC

1
+ <€abea§B£d + 3hbed + ?/JaCa&?bcd) XXX

The final term vanishes if we choose

K+ 61,C®

By, =
g be 432

(04 Be — 6 By)

while no choice of Bj!, can make the second term vanish because 1,{ B is nilpotent while %Each“ is not.
Renaming the coefficient functions, V' takes the form

1
V(6°) = Vo + 40" + §5achaebec
Now, without loss of generality, the action takes the form
1 ¥R i apa a 1 apbpc
S=[dt §mxsc +§9 0% — Vo — .0 _§€ach 6°0

Varying, we get two sets of equations of motion:

mit = —8V
- Ot
_ 9% oyt 1 9B,
T i * ox? o 95 B o0
0 = W +ie® , BY°

Clearly this generalizes Newton’s second law. The coefficients in the first equation depend only on z?, so
terms with different powers of % must vanish separately. Therefore, B* and ¥ are constant and we can
integrate the 6% equation immediately. Since [J,]* = ¢, @ satisfies

[Ja7Jb]c d = o ba [']e]c d
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we see that Bbe® pe 18 an element of the Lie algebra of SO(3). Exponentiating to get an element of the
rotation group, the solution for 6¢ is

9° = iwat + eiBtha bceg
The solution for 2 depends on the force, —%, in the usual way.

It is tempting to interpret the 8¢ variables as spin degrees of freedom and B as the magnetic field. Then
the solution shows that the spin precesses in the magnetic field. However, notice that Bc® pe 15 10 SO(3),
not the spin group SU(2). The coordinates §° therefore provide an example of fermionic, spin-1 objects.

One of the goals of early explorations of pseudomechanics was to ask what classical equations lead to
the Pauli and Dirac equations when quantized. Casalbuoni ([74],[75], see also [76]) showed how to introduce
classical, anticommuting spinors using an 7 — 0 limit of a quantum system. Conversely, the action

S= /dt (;mxz’ F 00 Vo (x) — (L) Vs —m% (S-B))

where L is the orbital angular momentum, S = —%Ea bc9b96, and Vi g is a spin-orbit potential, leads to the
Pauli-Schrodinger equation when quantized. Similarly, Berezin and Marinov [77], Brink, Deser, Zumino, and

di Vecchia and Howe [78] introduced four anticommuting variables, ¢ to write the pre-Dirac action,

i (, do° o’
Spirac = [ dA | —my—v%a + 5 9[35 + uoﬂauﬁﬁ —a(uad + 05)

where
b - dz,
d\
,UOC
u® =
2

and « is a Lagrange multiplier. The action, Spjyqc, is both reparameterization invariant and Lorentz invari-

ant. Its variation leads to the usual relativistic mass-energy-momentum relation together with a constraint.

When the system is quantized, imposing the constraint on the physical states gives the Dirac equation.
Evidently, the quantization of these actions is also taken to include the entension to the relevant covering

group.

16.3 Spin-statistics theorem

Despite the evident classical independence of spin and statistics, there exists a limited spin-statistics theorem
due to Morgan [79]. The theorem is proved from Poincaré invariance, using extensive transcription of
quantum methods into the language of Poisson brackets — an interesting accomplishment in itself. A brief
statement of the theorem is the following:

Let L be a pseudoclassical, Poincaré-invariant Lagrangian, built quadratically from the dynamical vari-
ables. If L is invariant under the combined action of charge conjugation (C) and time reversal (T) then
integer spin variables are even Grassmann quantities while odd-half-integer spin variables are odd Grass-
mann quantities.

The proof relies on extending the quantum notions of charge conjugation and time reversal. As in
quantum mechanics, charge conjugation is required to include complex conjugation. For fermionic variables,
Morgan requires reversal of the order of Grassmann variables under conjugation

()" =¢&*n*

This insures the reality property (n&*)" = n&*, but this is not a necessary condition for complex Grassmann
numbers. For example, the conjugate of the complex 2-form

dz Adz*

173



is clearly just
dz* Adz

and is therefore pure imaginary. We must therefore regard the T'C' symmetry required by the proof as
somewhat arbitrary.
Similarly, for time reversal, [79] requires both

t — —t

T — -7

Whether this is an allowed Poincaré transformation depends on the precise definition of the symmetry. If we
define Poincaré transformations as those preserving the infintesimal line element, d7, then reversing proper
time is not allowed. Of course, we could define Poincaré transformations as preserving the quadratic form,
dr? = gapdz®dxP, in which case the transformation is allowed.

Despite its shortcomings, the proof is interesting because it identifies a set of conditions under which a
classical pseudomechanics action obeys the spin statistics theorem. This is an interesting class of theories
and it would be worth investigating further. Surely there is some set of properties which can be associated
with the classical version of the theorem. Perhaps a fruitful approach would be to assume the theorem and
derive the maximal class of actions satisfying it.

There are other questions we might ask of spinorial and graded classical mechanics. A primary question is
whether there are any actual physical systems which are well modeled by either spinors or graded variables.
If such systems exist, are any of them supersymmetric? What symmetries are associated with spinorial
and fermionic variables? Is there a generalization of the Noether theorem to these variables? What are
the resulting conserved quantities? What is the supersymmetric extension of familiar problems such as the
Kepler or harmonic oscillator?

The statistical behavior of fermionic classical systems is not clear. Quantum mechanically, of course,
Fermi-Dirac statistics follow from the limitation of discrete states to single occupancy. This, in turn, follows
from the action of an anticommuting raising operator on the vacuum:

atloy = 1)
afa® = 0

Since classical states are not discrete, there may be no such limitation. Do anticommuting classical variables
therefore satisfy Bose-Einstein statistics? If so, how do Fermi-Dirac quantum states become Bose-Einstein
in the classical limit?

The introduction of pseudomechanics has led to substantial formal work on supermanifolds and symplectic
supermanifolds. See [80], [81] and references therein.
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17 Gauge theory

Recall our progress so far. Starting from our direct experience of the world, we have provisionally decided
to work in a 3-dimensional space, together with time. Because we want to associate physical properties with
objects which move in this space rather than with the space itself, we demand that the space be homogeneous
and isotropic. This led us to the construction of Euclidean 3-space. Next, in order to make measurements in
this space, we introduced a metric. In order to describe uniform motion, we digressed to study the functional
derivative. Vanishing functional derivative gives us a criterion for a straight line, or geodesic.

The next question we addressed concerned the description of matter. Since we do not want our description
to depend on the way we choose to label points, we sought quantities which are invariant under the relevant
transformations. We found that, in order to construct invariant, measurable quantities, it is useful to
introduce tensors. Equations relating tensors do not change form when we change coordinates, and scalars
formed from tensors are invariant.

We are now ready to describe motion, by which we mean the evolution in time of various measurable
quantities. Foremost among these physical observables, of course, is the position of the particle or other
object of study. But the measurable quantities also include invariant formed from the velocity, momentum
and so on.

In order to describe the evolution of vectors and other tensors, we need to associate a vector space
with each point of the physical arena — that is, we choose a set of reference frames. However, because the
Newtonian, Lagrangian, and Hamiltonian formulations of mechanics are based on different symmetries, the
arenas are different. Thus, while the arena for Newtonian mechanics is Euclidean 3-space, the arena for
Lagrangian mechanics may be larger or smaller depending on the number of degrees of freedom and the
number of constraints, while the arena for Hamiltonian dynamics differs not only in dimension but also in
the underlying symmetry. As a result, when we assign a basis to the relevant manifold, we will require
different symmetries of the basis in different formulations.

Once we know the symmetry we wish to work with and have selected the relevant class of reference frames,
we need to know how a frame at one point and time is related to a frame at another. Our formulation will
be general enough to allow arbitrary changes of frame from place to place and time to time. The tool that
allows this is the connection. Just as the metric gives the distance between two nearby points of a manifold,
the connection tells us how two infinitesimally separated reference frames are related.

To introduce connections for arbitrary symmetries, we need to develop two tools: Lie algebras to describe
the symmetry, and differential forms to cast the problem in a coordinate invariant form.

We can then turn to our discussion of motion.

17.1 Group theory

Recall our definition of a group and a Lie group:
A group is a pair G = {S,0} where S is a set and o is an operation mapping pairs of elements in S to
elements in S (i.e., 0 : S x S — S. This implies closure) and satisfying the following conditions:

1. Existence of an identity: 3 e € S such that eoca =aoe=a, Va € S.

2. Existence of inverses: Va € S, 3a"! € Ssuchthat aoa ™' =aloa=e.

3. Associativity: V a,b,c € S, a0 (boc)=(aob)oc=aocboc

A Lie group is a group G = {5, 0} for which the set S is a manifold.

We have considered several familiar examples of groups. Here we describe a few of the most important
classes of Lie group.

The set of non-degenerate linear transformations of a real, n-dimensional vector space forms a Lie group.
This class of Lie groups is important enough to have its own name: GL (n; R), or more simply, GL (n) when
the field (usually R or C) is unambiguous. The GL stands for General Linear. The transformations may
be represented by n x n matrices with nonzero determinant. For any A € GL (n; R) we demand det A # 0,
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since the matrix A must be invertible. The identity is the identity matrix. To see that matrix multiplication
is associative we simply note the equality of the double sums

Mij (Mjx M) = (M Mjy) My,

Since each A can be written in terms of n? real numbers, GL (n) has dimension n? (note that the nonvanishing
determinant does not reduce the number of real numbers required to specify the transformations). GL (n)
provides an example of a Lie group with more than one connected component. We can imagine starting
with the identity element and smoothly varying the parameters that define the group elements, thereby
sweeping out curves in the space of all group elements. If such continuous variation can take us to every
group element, we say the group is connected. If there remain elements that cannot be connected to the
identity by such a continuous variation (actually a curve in the group manifold), then the group has more
than one component. GL (n) is of this form because as we vary the parameters to move from element to
element of the group, the determinant of those elements also varies smoothly. But since the determinant of
the identity is 1 and no element can have determinant zero, we can never get to an element that has negative
determinant. The elements of GL (n) with negative determinant are related to those of positive determinant
by a discrete transformation: if we pick any element of GL (n) with negative determinant, and multiply it
by each element of GL (n) with positive determinant, we get a new element of negative determinant. This
shows that the two components of GL (n) are in 1 to 1 correspondence. In odd dimensions, a suitable 1 to
1 mapping is given by —1, which is called the parity transformation.

We will be concerned with linear representations of Lie groups. As described previously, this means
that each group element may be written as a matrix and the group multiplication is correctly given by
the usual form of matrix multiplication. Since GL (n) is the set of all linear, invertible transformations in
n-dimensions, all Lie groups with linear representations must be subgroups of GL (n) for some n and some
field. We now look at three classes of such subgroups.

The simplest subgroup of GL (n) removes the second component to give a connected Lie group. In fact, it
is useful to factor out the determinant entirely, because the operation of multiplying by a constant commutes
with every other transformation of the group. In this way, we arrive at a simple group, one in which each
transformation has nontrivial effect on some other transformations. For a general matrix A € GL (n) with
positive determinant, let

A= (det )= A

Then det A = 1. Since o A )
det (AB) —det Adet B =1

the set of all A closes under matrix multiplication. We also have det At = 1, and det 1 = 1, so the set of
all A forms a Lie group. This group is called the Special Linear group, SL(n), where special refers to the
unit determinant.

Frequently, the most useful way to characterize a group is by a set of objects that group transformations
leave invariant. In this way, we produce the orthogonal, unitary and symplectic groups. Let us examine the
general case of an invariant matrix, M. We start with a theorem.

Consider the subset of GL (n; R) that leaves a fixed matrix M invariant under a similarity transformation:

H={A|AeGL(n),AMA™" = M}

Then H is also a Lie group.
Proof: First, H is closed, since if

AMA™Y = M
BMB™ M
then the product AB is also in H because
(ABYM (AB)™" = ABMB 'A~!
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ABMB ') A™!
= AMA™!
M

The identity is present because
IMI™' =M

To see that H includes inverses of all its elements, notice that (A’l)f1 = A. Using this, we start with
AMA™ =M

and multiply on the left by A=! and on the right by A to get

ATTAMA'A = A 'MA
M = A'MA
= (Ah)m(@Aah)

The last line is the statement that A~! leaves M invariant, and is therefore in H. Finally, matrix multipli-
cation is associative, so H is a group, concluding our proof.
Consider the subset of GL (n; R) that leaves a fixed matrix M invariant under a transpose-similarity
transformation:
H = {A|A € GL(n), AMA" = M}

Show that H' is a Lie group.
Now, fix a (nondegenerate) matrix M and consider the group,

H' = {A|A € GL(n), AMA" = M}

that leaves M invariant. Suppose M is generic, so it has nondegenerate symmetric and antisymmetric parts:

1 1
M = - (M4+M)+=(M-M
L)+ L (ar - ar)
= M,+ M,
Then, for any A in H,
AMA! = M
implies
A(Mg+ M,) A* = (M, + M,) (81)

The transpose of this equation must also hold,
A M+ M) A" = (M + M)
A(My — M) A" = (M, — M,) (82)

so adding and subtracting eqs.(81) and (82) gives two independent constraints on A :

AMAY = M,
AMAY = M,
That is, A must separately leave the M, and M, invariant. Therefore, the largest subgroups of G that we can

form in this way are found by demanding that M be either symmetric or antisymmetric. These conditions
define the orthogonal and symplectic groups, respectively. We look at each case.
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If M is symmetric, then we can always choose a basis for the vector space on which the transformations
act in such a way that M is diagonal; indeed we can go further, for rescaling the basis we can make every
diagonal element into +1 or —1. Therefore, any symmetric M may be put in the form

1

1
M — pP® = . (83)

-1

where there are p terms +1 and ¢ terms —1. Then 7 provides a pseudo-metric, since for any vector v*, we

may define
P p+q

(v,v) = piju'v? = (') - > (v")*

i=1 i=p+1

(We use summation signs here because we are violating the convention of always summing one raised and
one lowered index.). The signature of nis s = p — ¢ and the dimension is n = p + ¢q. Groups preserving a
(p, q) pseudo-metric are the (pseudo-)orthogonal groups, denoted O (p, ¢) . If we demand in addition that all
transformations have unit determinant, we have the special orthogonal groups, SO (p, q). This class of Lie
groups includes the O (3,1) Lorentz metric, as well as the O (3) case of Euclidean 3-space.

Now suppose M is antisymmetric. This case arises in classical Hamiltonian dynamics, where we have
canonically conjugate variables satisfying fundamental Poisson bracket relations.

{¢".¢}, = 0=Api,pi},,
{pj.d'},. = —{dnj},. =9
If we define a single set of coordinates including both p; and ¢,
£ =(d',p))
where if 7,7 =1,2,...,n thena =1,2,...,2n, then the fundamental brackets may be written in terms of an
antisymmetric matrix Q% as
{€a7 é—b} _ Qab
where ,
0 —d
ab _ i j - ba
(2 F) e o

Since canonical transformations are precisely diffeomorphisms that preserve the fundamental brackets, the
canonical transformations at any fixed point is the Lie group of which preserves Q. These transformations,
and in general the subgroup of GL (n) preserving any nondegenerate antisymmetric matrix, is called the
symplectic group. We have a similar result here as for the (pseudo-) orthogonal groups — we can always
choose a basis for the vector space that puts the invariant matrix Q2 in the form given in eq.(84). From
the form of eq.(84) we suspect, correctly, that the symplectic group is always even dimensional. Indeed, the
determinant of an antisymmetric matrix in odd dimensions is always zero, so such an invariant cannot be
non-degenerate. The notation for the symplectic groups is therefore Sp (2n).

17.2 Lie algebras

If we want to work with large Lie groups, working directly with the transformation matrices becomes pro-
hibitively difficult. Instead, most of the information we need to know about the group is already present
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in the infinitesimal transformations. Unlike the group multiplication, the combination of the infinitesimal
transformations is usually fairly simple.

The relationship between the Lie algebra and the Lie group is easily seen even in the simple case of
SO(2). Let the general element be written as

A(0) = ( cosf) —sinf )

sinf  cos@

and consider those transformations that are close to the identity. Since the identity is A (0), these will be
the transformations A (¢) with ¢ << 1. Expanding in a Taylor series, we keep only terms to first order:

Ae) = (Cose —sine)

sine  cose
1 —¢
- <6 ; >+O(52)

0 -1
= 1+5<1 0)

The only information here besides the identity is the matrix

0 -1

1 0
but remarkably, this is enough to recover the whole group! For general Lie groups, we get one generator for
each continuous parameter labeling the group elements. The set of all linear combinations of these generators

is a vector space called the Lie algebra of the group, denoted by the same abbreviation in lower case letters.

The Lie algebra of SO (2) is therefore so (2). We will give the full defining set of properties of a Lie algebra
below.

To recover a general element of the group, we perform infinitely many infinitesimal transformations.
Applying A (¢) n times rotates the plane by an angle ne :

A =@ = (1+<( ) )

Expanding the power on the right using the binomial expansion,

A(ne) = zn: (Z) ( (1) Bl )kakln_k

k=0

We take the limit as € — 0 and n — oo, holding the product ne = 0 finite. Then:

n k
o n 0 -1 k
o= (1) (V) -

Consider the combinatoric factor:

. n\ . n! k
Hirg (k>€ = I T

n-— oo
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Therefore

n

. 1/0 -1\,
A0) = lﬂzk!(l 0)0

n—oo k=0

(1))

where in the last step we define the exponential of a matrix to be the power series in the second line. Quite
generally, since we know how to take powers of matrices, we can define the exponential of any matrix, M,
by its power series:

=1
exp M = ZHM]“
k=0

Next, we check that the exponential form of A () actually is the original class of transformations. To do

this we first examine powers of ( (1] _01 ) :

() -0
()

The even terms are plus or minus the identity, while the odd terms are always proportional to the generator,

|
o

-1 . . .
( (1) 0 > . Therefore, we divide the power series into even and odd parts, and remove the matrices from

the sums:

A0) = i;(? ! )kek
1

k=0
_ i ( 0 -1 >2m 927n + - 1 ( 0 -1 >2m+1 92m+1
= (2m)! 1 0 = (2m + 1) 1 0

_ o D™ o 0 -1\ s~ (D" o
- 1(;(%)!9 )*(1 0 )Z(Qm—i—l)!e ’

m=0

0 -1 .
= 1(3089—1—(1 0 )sm9

- cosf —sind
o sinf  cosd
The generator has given us the whole group back.

17.2.1 The Lie algebra so(3)

To begin to see the power of this technique, let’s look at SO (3), the subgroup of elements of O (3) with unit
determinant.The defining property of O (3) is the invariance of the Euclidean metric

1
Nij = 1
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by inserting identities to write

p )
[At]m Mij [A]J n — Tlmn

To see that this property also means that O (3) transformations preserve the Pythagorean length of vectors,
contract ™x™ on both sides of the invariance equation to get

[4*4],,

n

PVLnZWM[AV L = "

Then, defining
we have

But this just says that

so O (3) preserves the Pythagorean norm.
Next we restrict to SO (3) . Since every element of O (3) satisfies

AtA =1
we have

1 = det(1)
= det (A") det (A)
= (det (4))’

so either det A = 1 or det A = —1. Defining the parity transformation to be

then every element of O (3) is of the form A or PA, where A is in SO (3) . Because P is a discrete transfor-
mation and not a continuous set of transformations, O (3) and SO (3) have the same Lie algebra.
As in the 2-dimensional case, we look at transformations infinitesimally close to the identity. Let

A =it

J

where all components of & ; are small. Then

= Mij 6:’”6% + Nij 6:n€j n T Mij e’ m(s% + Nij g’ mgj n
= Nmn+Enm + Emn + 0(52) (85)

where €, = nmjsj »- Dropping the second order term and cancelling 7,,, on the left and right, we see that
the generators ¢,,, must be antisymmetric:

Enm = —Emn (86)

We are dealing with 3 x 3 matrices here, but note the power of index notation! There is actually nothing in
the preceeding calculation that is specific to n = 3, and we could draw all the same conclusions up to this
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point for O (p, g)! For the 3 x 3 case, every antisymmetric matrix is of the form

0 a —b
A(a,b,c) = —a 0 ¢
b —c 0
0 10 0 0 -1 0 0 0
= a|l -1 0 O | +b6( 0O 0 O 4+c¢|l 0 0 1
0 00 1 0 0 0 -1 0
and therefore a linear combination of the three generators
0 10
Ji = -1 0 0
0 00
0 0 —1
Jo = 0 0 O
1 0 O
0 0 O
Jz = 0 0 1 (87)
0 -1 0

Notice that any three independent, antisymmetric matrices could serve as the generators. The Lie algebra
is defined as the entire vector space
v=0v'Jy + 020y + 0305

and the generators form a basis.
The generators, J;, close under commutation. For example

0 10 00 —1 00 —1 0 10
[Ji,Ja] = —100 00 0 |=[0o0 o0 -1 0 0
00 10 0 10 0 0 00
000 00 0
= o001 00 0
000 01 0

Similarly, we find that [J2, J5] = Ji and [J3,J;1] = Ja. Since the commutator is antisymmetric, we can
summarize these results in one equation,

[Ji, Jj] = €5 " T (88)
This closure of commutators of basis vectors induces a well-defined commutator product on the entire Lie

algebra.
Let two generic elements of so (3) be written as

u = u'J;

= ’Uka

Use the commutators of the basis, eq.(88) to compute [u, v].

Compute the double commutator,
[J17 [J2a J3]]

Prove the Jacobi identity
[J1, [J2, J3]] + [J2, [J3, J1]] + [J3, [J1, Jo]] = O
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These properties — a vector space with a closed commutator algebra satisfying the Jacobi identity, hold
for any Lie algebra, and provide the definition,

A Lie algebra is a finite dimensional vector space V together with a bilinear, antisymmetric (commutator)
product satisfying

1. For all u,v € V, the product [u,v] = —[v,u] = w is in V.
2. All u,v,w € V satisfy the Jacobi identity

[u, [v; w]] + [v, [w, u]] + [w, [u,v]] = O

As we showed with so(3), these properties may be expressed in terms of a basis. Let {J, | a =1,...,n} be
a vector basis for V. Then we may compute the commutators of the basis,

[Jaa Jb] = Wab
where for each a and each b, wyp is some vector in V. We may expand each wg, in the basis as well,
Wab = Cop “Je

for some constants c,;, ©. The ¢, ¢ = —¢,, © are called the Lie structure constants. These constants are always
real, regardless of the representation. The basis therefore satisfies,

[Jaa Jb} = cyp “Je
which is sufficient, using linearity, to determine the commutators of all elements of the algebra:

[w,0] = [uJa, 0T
= w0’ [Jy, Jy]
= ulc, .
= w°J,

Show that if the Jacobi identity holds among all generators,
[ch [Jb; JCH + [Jb7 [Jc> Ja” + [Jc; [Jaa Jb” =0

then it holds for all triples of vectors u, v, w in the algebra.

17.2.2 The Lie algebras so(p, q)

Notice that most of the calculations above for O (3) actually apply to any of the pseudo-orthogonal groups

O (p,q) - In the general case, the form of the generators is still given by eq.(86), w1th Nmn replaced by n(p 2D

of eq.(83). That is, €.y, is still antisymmetric but now it is defined by &,,, = n(p 9) i n-

The trickiest part of the general case is finding a methodical way to write the generators. We choose the
following set of antisymmetric matrices as generators:

{gws)}mn = (07,65 — 65,05,)

On the left, the (rs) labels tell us which generator we are talking about, while the m and n indices are the
matrix components. The net effect is that the labels tell us which components of the matrix are nonzero.
For example,
0 1 0
(12) 152 152 —-1.00
mn
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and so on. To compute the Lie algebra, we need the mixed form of the generators,

",

mk (rs):|
£
K |: kn

"8y —

n"" o, —n

n"* 668

msar

We can now calculate

=] =10,

o] ) - ] e

= e =) (0o — )
— (O — ) (18 — )
— nmunvré‘\; _ munv55r

_nmvnurai _|_ nmvnus(S:L
_,',ImTT]SU6;}l + nmsnrué‘z
_’_,’7777/7‘,’78’1)5% _ ,],]mS,r]T’Ué'u

Rearranging to collect the terms as generators, and noting that each must have free m and n indices, we get

[[] [o2]]" = wm ey = amesy)
S (", — )
T (8 1 6)
S (8~ )
- (

n
_nur [E(vs)]m + nus [E(vr)} m
n
Finally, we can drop the matrix indices. It is important that we can do this, because it demonstrates that the
Lie algebra is a relationship among the different generators that doesn’t depend on whether the operators

are written as matrices or not. The result, valid for any o(p, q), is

(90)

n

T‘E('US) + nusE(m’)

[E(uv),g(rs)} — nvrg(us) _ n?)ss(ur) _ nu (91)

By the arguements of this section, we could have written the generators of so (3) as
O] = grist
and therefore the generators, J;, that we chose must be linear combinations of these. Show that

o1 1
[Je]™ o = Sein [5(]’“)} .

Show that the O(p, q) Lie algebra in eq.(91) reduces to the O(3) Lie algebra in eq.(88) when (p, q) =
(Hint: go back to eq.(91) and multiply the whole equation by €,uvetrs and use J; = %&:Z—jke(jk)).

(3,0).

17.2.3 Lie algebras: a general approach

The defining properties of a Lie algebra follow from the properties of a Lie group. To see this, let’s work
from the group side. We have a linear representation of the group, so each elements may be written as a

184



matrix that depend on, say, N continuous parameters. Choosing the parameters so that g (0) is the identity,

we can therefore expand g (xl, 22, ..z ) = g (®) near the identity in a Taylor series of the form
dg 1 0%
1 N a a
_— = 1 = +...
9 (v =) + Ox® xzox + 2 Oxoxb x:Oa: *

1
1+ J,z2% + iKabx“xb + ...

Now let’s look at the consequences of the properties of the group on the infinitesimal generators, J,. First,
there exists a group product, which must close:

g(xt)g («5) = g(a§)
(T4 Jazd+ .. ) A+ Jeab+...) = 14 Jz3+...
1+ Joxd +Jozs+... = 1+ Jz5+...

so that to linear order,
Jox$ + Jox§ = Juah

This requires the generators to combine linearly under addition and scalar multiplication. Next, we require
an identity operator. This just means that the zero vector lies in the space of generators, since g(0,...,0) =
1 =1+ J,0% For inverses, we have

g(a)g ™t (a5) = 1
A+ Jezf+.. )1+ Je25+...) = 1
1+ Juz§ + Jezg = 1
so that z§ = —z{, guaranteeing an additive inverse in the space of generators. These properties together

make the set {z®J,} a vector space.
Now we need the commutator product. For this, consider the (closed!) product of group elements

919297 95" =93

We need to compute this in a Taylor series to second order, so we need the inverse to second order.
Show to second order that the inverse of

1
g=1+J,2%+ iKabxaxb—l—...

is
1
g l=1—J2’+ 3 (JoJo + JyJoy — Kop) 2%2® + ...

Now, expanding to second order in the Taylor series,
a 1 a b
gs = 1+Jaz (x,y) + éKabZ (ZL’,y)Z (xay)

1 1
= (1 + Jax® + 2Kabxaxb) (1 + Jy yb + Kbcybyc)

2
1
X <1 — Jo.z¢ + (Jch ~3 cd) xcxd>

1
X (1 — Jay® + (JdJe - 2Kde> ydzﬁ)

1 1
= (1 + Jyzb + beb + JanIanb + iKbcybyc + 2Kabx“mb>
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x (1- Jax® — Ty + JaJoyty© + JoJgaty?

1 1
+ JJgatz? — ineydye ~3 Cdxcxd)
= 11— Jgat — Ty + Jydeyy + JoJgxy? + J.Jgala?

1 1
—ineydye - §chﬂﬁc$d + (S’ + Iy’ (1= Jaa® = Jay®)
1 1
iy’ + S Kpey"y” + 5 Kapr®a®
Collecting terms,
g3 = 14+ J.2%x,y)+---
= 1—Ju%— ded + Jpa® + beb
+JgJeyty® + Jedgxy® + JeJgatat — JyJgala?
—JpJay’x? — JyJax®y? — Ty Jay’y® + JaJyry
1 1 1 1
+§Kbcybyc + §Kab$a$b - ineydye - ichﬂﬁcmd
= 14 J.Jgay? — JyJgyla?
= 14 JoJgzy? — JgJ.acy?
= 1+ [J., Jazy?

Equating the expansion of g3 to the collected terms we see that for the lowest order terrms to match we

must have
[Jca Jd] xcyd = Jaza (:L‘, y)

for some z%. Since ¢ and y? are already small, we may expand z® in a Taylor series in them
a __ _a po b a. b a b c
zZi=a +0or +y e Y + ...

The first three terms must vanish, because z® = 0 if either x* = 0 or y* = 0. Therefore, at lowest order,
2% = ¢, “xy® and therefore the commutator must close

[‘]Cv Jd] = Cpc “Ja
Finally, the Lie group is associative: if we have three group elements, g1, go and g3, then

91 (9293) = (9192) g3

To first order, this simply implies associativity for the generators
Jo (Jode) = (Jodp) Je
Now consider the Jacobi identity:

0 = [Ja,[Jos Je]| + [, [Je, Ja]] + [Jes [Jas ]|
= [Jas (Spde = Jedb)] + [s (Jeda — Jade)]
H[ ey (Jady = JpJa)]
= Jo (Spde) = Ja (Jedy) — (Jpde) Ja + (Jedb) Ja
+ I (Jeda) — Io (Jode) — (Jeda) Ip + (Jode)
+Je (Jadv) = Je (Jpda) = (Jadb) Je + (JpJa)
= Jo(Sode) = (Jadb) Je

Jp
J,

&

186



—Ja (Jedv) + (Jade) T
—(JoJe) Jo + Ty (Jeda)
+ (Jedb) Ja = Je (JoJa)
—Jb (Jade) + (Joda) Je
To (Jady) = (Toda) o

From the final arrangement of the terms, we see that it is satisfied identically provided the multiplication is
associative.

Therefore, the definition of a Lie algebra is a necessary consequence of being built from the infinitesimal
generators of a Lie group. The conditions are also sufficient, though we won’t give the proof here.

The correspondence between Lie groups and Lie algebras is not one to one, because in general several
Lie groups may share the same Lie algebra. However, groups with the same Lie algebra are related in a
simple way. Our example above of the relationship between O(3) and SO(3) is typical — these two groups
are related by a discrete symmetry. Since discrete symmetries do not participate in the computation of
infinitesimal generators, they do not change the Lie algebra. The central result is this: for every Lie algebra
there is a unique maximal Lie group called the covering group such that every Lie group sharing the same
Lie algebra is the quotient of the covering group by a discrete symmetry group. This result suggests that
when examining a group symmetry of nature, we should always look at the covering group in order to extract
the greatest possible symmetry. Following this suggestion for Euclidean 3-space and for Minkowski space
leads us directly to the use of spinors. Spinors form the vector space on which the linear representation of
the covering group acts. Thus, we see that making the maximal use of of symmetry makes the appearance
of spinors in quantum mechanics, general relativity and quantum field theory seem natural.

17.3 Differential forms

In section 4.2.2 we defined forms as the vector space of linear mappings from curves to the reals. This
suggests a generalization, since we know how to integrate over surfaces and volumes as well as curves. In
higher dimensions we also have higher order multiple integrals. We now consider the integrands of arbitrary

multiple integrals
[tooa [ [seas. [ [ [ oo (92)

Much of their importance lies in the coordinate invariance of the resulting integrals.

One of the important properties of integrands is that they can all be regarded as oriented. If we integrate
a line integral along a curve from A to B we get a number, while if we integrate from B to A we get minus
the same number,

[ s =— [ sea (99)

We can also demand oriented surface integrals, so the surface integral

//Anw (94)

changes sign if we reverse the direction of the normal to the surface. This normal can be thought of as the
cross product of two basis vectors within the surface. If these basis vectors’ cross product is taken in one
order, n has one sign. If the opposite order is taken then —n results. Similarly, volume integrals change sign
if we change from a right- or left-handed coordinate system.

We can build this alternating sign into our convention for writing differential forms by introducing a
formal antisymmetric product, called the wedge product, symbolized by A, which is defined to give these
differential elements the proper signs. Thus, surface integrals will be written as integrals over the products

dz ANdy,dy Adz,dz Adx
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with the convention that A is antisymmetric:
dzxANdy = —dy Adzx

under the interchange of any two basis forms. This automatically gives the right orientation of the surface.

Similarly, the volume element becomes
V=dxAdyAdz

which changes sign if any pair of the basis elements are switched.
We can go further than this by formalizing the full integrand. For a line integral, the general form of the
integrand is a linear combination of the basis differentials,

Azdr + Aydy + A.dz
Notice that we simply add the different parts. Similarly, a general surface integrand is
A.dx ANdy + Aydz Adx + A,dy Adz
while the volume integrand is
f(x)dz Ady Adz

These objects are called differential forms.

Clearly, differential forms come in several types. Functions are called 0 -forms, line elements 1-forms,
surface elements 2-forms, and volume forms are called 3-forms. These are all the types that exist in 3
-dimensions, but in more than three dimensions we can have p-forms with p ranging from zero to the
dimension, d, of the space. Since we can take arbitrary linear combinations of p-forms, they form a vector
space, A,.

We can always wedge together any two forms. We assume this wedge product is associative, and obeys
the usual distributive laws. The wedge product of a p-form with a g-form is a (p + ¢)-form.

Notice that the antisymmetry is all we need to rearrange any combination of forms. In general, wedge
products of even order forms with any other forms commute while wedge products of pairs of odd-order forms
anticommute. In particular, functions (0-forms) commute with all p-forms. Using this, we may interchange
the order of a line element and a surface area, for if

1 = Adz
S = BdyAdz
then
INS = (Adx)A(BdyAdz)

AdxzABdyAdz
AB dx Ady Adz

—ABdyAdxAdz
AB dy ANdz Adzx

= SAl

but the wedge product of two line elements changes sign, for it

11 = Adx
l, = Bdy+Cdz
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then

LAl = (Adz)A(Bdy+ Cdz)
= AdxABdy+ AdzACdz
= ABdxAdy+ AC dx Adz
= —ABdyAndz— AC dzAdzx
= —Bdy A Adz — Cdz A Adzx
—Ib AL (95)

For any odd-order form, w, we immediately have
wAw=—-wAw=~0

In 3-dimensions there are no 4-forms because anything we try to construct must contain a repeated basis
form. For example

INV = (Adz)A(BdxAdyAdz)
= ABdxAdxAdyAdz
0

since dz A dx = 0. The same occurs for anything we try. Of course, if we have more dimensions then there
are more independent directions and we can find nonzero 4-forms. In general, in d-dimensions we can find
d-forms, but no (d + 1)-forms.

Now suppose we want to change coordinates. How does an integrand change? Suppose Cartesian coordi-
nates (x,y) in the plane are given as some functions of new coordinates (u,v). Then we already know that
differentials change according to

ox Ox
dzr =dz (u,v) = —du+ —dv
(,0) ou + Ov
and similarly for dy, applying the usual rules for partial differentiation. Notice what happens when we use
the wedge product to calculate the new area element:

B or or oy oy
dzeAndy = <8udu+ 8vdv) A (8udu+ (%dv)

Oz 0y Ox Jy

= % audv/\du—l— M aUdu/\dv

B drdy Oz dy

= JduAdv

where

oz Oz

7 = det ( no3 )

ou ov
is the Jacobian of the coordinate transformation. This is exactly the way that an area element changes
when we change coordinates! Notice the Jacobian coming out automatically. We couldn’t ask for more —
the wedge product not only gives us the right signs for oriented areas and volumes, but gives us the right
transformation to new coordinates. Of course the volume change works, too.

In eq.(95), showing the anticommutation of two 1-forms, identify the property of form multiplication
used in each step (associativity, anticommutation of basis forms, commutation of 0-forms, etc.).
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Show that under a coordinate transformation

x — z(u,v,w)

y — y(u,v,w)

z = z(u,v,w)
the new volume element is just get the full Jacobian times the new volume form,
dz Ady Adz = T (zyz;uow) du Ado Adw

So the wedge product successfully keeps track of p-dim volumes and their orientations in a coordinate
invariant way. Now any time we have an integral, we can regard the integrand as being a differential
form. But all of this can go much further. Recall our proof that 1-forms form a vector space. Thus, the
differential, dz, of  (u,v) given above is just a gradient. It vanishes along surfaces where x is constant, and
the components of the vector

Or Ox
<8u’ 8v>

point in a direction normal to those surfaces. So symbols like dz or du contain directional information.
Writing them with a boldface d indicates this vector character. Thus, we write

A = A, da?

Let
[ (z,y) = axy

of of
<8x’ 8y>
is perpendicular to the surfaces of constant f.

Let’s sum up. We have defined forms, have written down their formal properties, and have use those
properties to write them in components. Then, we defined the wedge product, which enables us to write p-
dimensional integrands as p-forms in such a way that the orientation and coordinate transformation properties
of the integrals emerges automatically.

Though it is 1-forms, A;dz?® that correspond to vectors, we have defined a product of basis forms that
we can generalize to more complicated objects. Many of these objects are already familiar. Consider the
product of two 1-forms.

Show that the vector with components

AANB = Adz' A Bda?
= AiBjdl‘i/\de

= 1AZ'Bj (dxi Adz? — da’ A dxi)

(Aszdxl A d],‘j - AlBJdJ?J N dl‘z)

(AzBJd.I‘l A dﬂ:‘j - A]Bldxl A dJ?])

RN NN

= - (AiBj — A]BZ) dIZ A dl’j

[\)

The coefficients
A;B; — A;B;

are essentially the components of the cross product. We will see this in more detail below when we discuss
the curl.
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17.4 The exterior derivative

We may regard the differential of any function, say f (z,y, z), as the 1-form:

df = afd +a—fd +6—f

8f
8£EZ

Since a function is a 0-form then we can imagine an operator d that differentiates any 0-form to give a
1-form. In Cartesian coordinates, the coefficients of this 1-form are just the Cartesian components of the
gradient.

The operator d is called the exterior derivative, and we may apply it to any p-form to get a (p + 1)-form.
The extension is defined as follows. First consider a 1-form

A = A,ds?

We define ,
dA =dA; Ada?

Similarly, since an arbitrary p-form in n-dimensions may be written as

w=A; dz* A dz® .- Adatr

irin-ip
we define the exterior derivative of w to be the (p + 1)-form

dw = d4;,;,..;, Adz" Adz" - Ada’?

Let’s see what happens if we apply d twice to the Cartesian coordinate, z, regarded as a function of z,y
and z:

d’z = d(dz)

since all derivatives of the constant function f = 1 are zero. The same applies if we apply d twice to any
function:

k)
N (ax>

- (amaa i

2f
J
= = ldl’ A dz?

dz’ ) A dz?

By the same argument we used to get the components of the curl, we may write this as
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1/ 9*f 0*f
20, _ 1 —
& = 2 <8xj8xi Oz Oxd
0

) dz? A dz?

since partial derivatives commute.
Prove the Poincaré Lemma: d?w = 0 where w is an arbitrary p-form.
Next, consider the effect of d on an arbitrary 1-form. We have

dA = d(Adz')
(814? da:j) Ada’

oxJ
L (0A OAN L,
-2 (W - axi)dx Adz (96)

We have the components of the curl of the vector A. We must be careful here, however, because these are
the components of the curl only in Cartesian coordinates. Later we will see how these components relate to
those in a general coordinate system. Also, recall from Section (4.2.2) that the components A; are distinct
from the usual vector components A?. These differences will be resolved when we give a detailed discussion
of the metric in Section (5.6). Ultimately, the action of d on a 1-form gives us a coordinate invariant way to
calculate the curl.

Finally, suppose we have a 2-form expressed as

S=A.dzAndy+ Aydz A de+ A, dy Adz
Then applying the exterior derivative gives

dS = dA,AdzAdy+dA, AdzAde+dA, Ady Adz
dA,

A .
= dz/\dx/\dy—Fa ydy/\dz/\dx—i-a z
0z dy ox

0A, 04, 04,
= <8z + 3y + ax>dfr/\dy/\dz (97)

dx Ady Adz

so that the exterior derivative can also reproduce the divergence.
Fill in the missing steps in the derivation of eq.(97).
Compute the exterior derivative of the arbitrary 3-form, A = f (z,y,2)dz Ady A dz.

17.5 The Hodge dual

To truly have the curl in eq.(97) or the curl in eq.(96), we need a way to turn a 2-form into a vector, i.e.,
a l-form and a way to turn a 3-form into a O-form. This leads us to introduce the Hodge dual, or star,
operator, *.

Notice that in 3-dim, both 1-forms and 2-forms have three independent components, while both 0- and
3-forms have one component. This suggests that we can define an invertible mapping between these pairs.
In Cartesian coordinates, suppose we set

*(dxAdy) = dz

*(dyndz) = dx

*(dzAdz) = dy
“(deAdyndz) = 1
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and further require the star to be its own inverse,
k% — 1

With these rules we can find the Hodge dual of any form in 3-dim.
Show that the dual of a general 1-form, ‘
A= Azdl'l

is the 2-form
S=A.dzxAdy+ Aydz ANdz + Ady Adz

Show that for an arbitrary (Cartesian) 1-form
A = A;dzt

that
*d*A = divA

Write the curl of A

(04, 0A, 0A, 0A,
curl (A) = (32_ By )dx—!— ( 9w 0s )dy—|—

04,  0A,
( oy Ox )dz

in terms of the exterior derivative and the Hodge dual.

Write the Cartesian dot product of two 1-forms in terms of wedge products and duals.

We have now shown how three operations — the wedge product A, the exterior derivative d, and the
Hodge dual * — together encompass the usual dot and cross products as well as the divergence, curl and
gradient. In fact, they do much more — they extend all of these operations to arbitrary coordinates and
arbitrary numbers of dimensions. To explore these generalizations, we must first explore properties of the
metric and look at coordinate transformations. This will allow us to define the Hodge dual in arbitrary
coordinates.

17.6 Transformations

Since the use of orthonormal frames is simply a convenient choice of basis, no information is lost in restricting
our attention to them. We can always return to general frames if we wish. But as long as we maintain the
restriction, we can work with a reduced form of the symmetry group. Arbitrary coordinate transformations
— diffeomorphisms — preserve the class of frames, but only orthogonal transformations preserve orthonormal
frames. Nonetheless, the class of tensors is remains unchanged — there is a 1-1, onto correspondence between
tensors with diffeomorphism covariance and those with orthogonal covariance.

The correspondence between general frame and orthonormal frame tensors is provided by the orthonormal
frame itself. Given an orthonormal frame

a __ a m
e’ =e, ‘dz

we can use the coefficient matrix e,, * and its inverse to transform back and forth between orthonormal and
coordinate indices. Thus, given any vector in an arbitrary coordinate basis,

0

m
v=0v"—
ox™

we may insert the identity in the form
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to write

0
v = V) —
oxm
0
n a m
= ", ‘%€ —
n a axm
= (Unen a) €q
= %,
The mapping
Ull — ,U’I’Le a

a

is invertible because e,, ® is invertible. Similarly, any tensor, for example

My ...My
T ' ny...Ns

may be written in an orthonormal basis by using one factor of e, * or e, ™ for each linear slot:

ai...ar _ My ... My ai Ay ni Ns
T by...bs — T n1.ns€my - Cm,  Cp oo Ep,

Similar expressions may be written for tensors with their contravariant and covariant indices in other orders.
We showed in Section (3) that the components of the metric are related to the Cartesian components by

_ Ox™ Ox"
gik = Tyjaiyknmn
where we have corrected the index positions and inserted the Cartesian form of the metric explicitly as

Nmn = diag(1,1,1). Derive the form of the metric in cylindrical coordinates directly from the coordinate
transformation,

z(p,p,2) = pcosep
y(p.p,2) = psing
z = z(pp,z)=2

Notice that the identity matrix should exist in any coordinate system, since multiplying any vector by
the identity should be independent of coordinate system. Show that the matrix 4 ;» defined to be the unit
matrix in one coordinate system, has the same form in every other coordinate system. Notice that the upper
index will transform like a contravariant vector and the lower index like a covariant vector. Also note that
5t ;=0 i

Show that the inverse to the metric transforms as a contravariant second rank tensor. The easiest way
to do this is to use the equation

959" = o}

and the result of exercise 2, together with the transformation law for g;;.

17.7 The Levi-Civita tensor in arbitrary coordinates

So far, we have only defined the Levi-Civita tensor in Cartesian coordinates, where it is given by the totally
antisymmetric symbol
Eiig...in
in n dimensions. This symbol, however, is not quite a tensor because under a diffeomorphism it becomes
oz 92 Oxtn
€ivig..in 7 7 — oo = JE g
8y31 8y]2 8y.7n
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where

ox™
= det
/ e<&ﬂ>

is the Jacobian of the coordinate transformation. The transformation is linear and homogeneous, but J is
a density not a scalar. We can correct for this to form a tensor by dividing by another density. The most
convenient choice is the determinant of the metric. Since the metric transforms as
, Ozt Ox?
Imn = m o 9ij
oy™ dy

the determinants are related by

g = detg,,

oxt Ol
= det [ ZX 4.
¢ <5ymg38y">

oz’ Ox?
= det &Uim deg t” det aiyn
= JQg

Therefore, in the combination

€i..; = /9.
62’...;‘ = \/yfz’...j

so that e; . ; is a tensor. If we raise all indices on e;,4,.. i, , using n copies of the inverse metric, we have

the factors of J cancel, leaving

eJ1J2 In — \/ggjl 1g]2 2 .gj"n "€i1i2~--in
—1_j1j2---Jn
V99~ € "

— 1 gIidzedn

V9

This is also a tensor.

17.8 Differential calculus

Define a p-form as a linear map from oriented p-dimensional volumes to the reals:
Ap:V,— R

Linearity refers to both the forms and the volumes. Thus, for any two p -forms, Azl, and Ag, and any constants

a and b,
1 2
al, + bA,

is also a p-form, while for any two disjoint p-volumes, V;} and Vp2,
Ap (V;)l + sz) =4y (Vpl) + Ay (V;?)

In Section 3, we showed for 1-forms that these conditions specify the differential of functions. For p-forms,
they are equivalent to linear combinations of wedge products of p 1-forms.
Let A be a p-form in d-dimensions. Then, inserting a convenient normalization,

1
A=A

' cdz’t AL Adatr
p!

celp
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The action of the exterior derivative, d, on such a p-form is

1 , .
A= p! (3(2‘]“A11...ip) dz* Ada™ AL Ada'r

We also defined the wedge product as a distributive, associative, antisymmetric product on 1-forms:

(ad:z:i + bd:ci) Adz? = ada® Ada? + bdat A da?
dzf A (da:j A dxk) = (dmi A dacj) A dzF
dz* Ade? = —da? Ada?

A third operation, the Hodge dual, was provisionally defined in Cartesian coordinates, but now we can write
its full definition. The dual of A is defined to be the (d — p)-form

! gt Cdatrtr AL A date

Notice that we have written the first p indices of the Levi-Civita tensor in the superscript position to keep
with our convention of always summing an up index with a down index. In Cartesian coordinates, these
two forms represent the same array of numbers, but it makes a difference when we look at other coordinate
systems.

Differential calculus is defined in terms of these three operations, (A,*,d). Together, they allow us to
perform all standard calculus operations in any number of dimensions and in a way independent of any
coordinate choice.

17.8.1 Grad, Div, Curl and Laplacian

It is straightforward to write down the familiar operations of gradient and curl and divergence. We specify
each, and apply each in polar coordinates, (p, 0, z) . Recall that the metric in polar coordinates is

1
Imn = p2
1
its inverse is
1
1

and its determinant is
g=det gm, = p2

Gradient The gradient of a function is given by the exterior derivative of a 0 -form,

df = gjidxi

Notice that the coefficients are components of a type- (?) tensor, so that if we want the gradient to be a
vector, we require the metric:

. Of
V' =g"Y =
VT =975
For example, the gradient in polar coordinates has components
1 of of
. op 15)
V] = 1 of | = | 19
z ) 92 PP
0z z
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Divergence The use of differential forms leads to an extremely useful expression for the divergence —
important enough that it goes by the name of the divergence theorem. Starting with a 1-form, w = w;da?,

we compute
*d*'w = *d*w;dz’

1. _
= *d (2(4.)1'62 jk) dz’ A dz”

1* . -
= 5 d (wi\/ggm) enjrdaz? A dz*

_ % axim (0iv/G9™) enjeda™ A da? A da*
- %a;gim(wi\/ﬁgi")ﬁnjke’”jk

- ;\}Eajm(wz‘\/ﬁgi")%ﬁmjk

= g (g™ 207

= \;gajm(wi\/ﬁgim)

In terms of the vector, rather than form, components of the original form, we may replace w’ = g*’w; so that
10
N Vg 0x™

Since the operations on the left are all coordinate invariant, the in the middle is also. Notice that in Cartesian
coordinates the metric is just d;;, with determinant 3, so the expression reduces to the familiar form of the
divergence and

*d*w Vgw™) =V - w

_ 1 9
_\/gaxm

W

(Vgw™)

In polar coordinates we have

= (3 07 35 () 13 ()

— lg(wl’)_'_&di_'_awz
B papp Op 0z

3

Curl The curl is the dual of the exterior derivative of a 1-form. Thus, if w = w;dz? then

* iwidxjdxi
a.’I}j

9
= (6'7 ka%wz) dxk

. )
e 1 9img™" ——wypdz”
6xj

*dw
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= ¢ k9im (ax] (g""wn) _wn(‘?ijg ) dz”

| 0
elmkglj (al‘wm - wsgsnax_gmn) dxk
J J

Now observe that

9on G oz, (9sn9™") — g oz, (9sn)
0 0
_ _§m mn_~
61'] S g 6 7 (gsn)
0
_ _ mni
g axj Gsn
so that
A 0
“do = elmkglj (awm +ngmnagsn) dxk
Lj €Lj
0 . 0
= (elmkglj gwm + wéejnk(%gsn) dz*
J J
Next consider
B ,
jn Jn
e’ L =—g. = ¢, 09
ij sn '19sn
1 .
iejnk (8jgsn - angsj)
1 .
= ie]nk (8jgsn - angsj + é’)sgjn)
= ejnkfnsj
This combines to
.0 ; 0
*dw = (el kg ——wm Wi ——g )dxk
m 8o:j k@xj s

- <elmkglj aijwm +w'el" kl"nsj) dz*
= eznk (awm + g"mwansj> dz*
8l‘j
(6jwm + w’T™ sj) dz*
efnijwmdxk

= (ejmijwm) dz*

_ J
= Sk

Therefore, if we raise the free index, the curl is

Vxw' = g* (ejmrDIw™)

1 ..
78”ij&)1€

V9

Also consider

d'w = d(¢ jkwidxjda:k)
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= d (eijkwidmjdxk)
= d (@sijkwidxjd:ck)

Do (\/Ewisijkdmmdxjdxk)
0

The simplest form computationally uses this to write
*dw = [V x w]’ gipda®

To apply the formula, start with the components of the vector. In our familiar example in polar coordinates,
let 4

w* = (w”, w?, w*)
The corresponding form has components w; = giju)j = (wp7 p2w?, wz) . Therefore, the exterior derivative is

dv = d (w‘)dp + p2wPdy + wzdz)
owP owP
= ld(p/\dp—i— ldz/\dp
Op 0z
+£ (P*w?) dp Ady + 9 (P*w?) dz A dy
dp 0z

+

ow~ ow
dond
op T " dp

(2 ey O w0 o
= <8p(’0w) &p>dp/\dga+<a@ aZ(,ow) dp Adz

dp Adz

. 1
*dpAdp = e'?g3dz = —dz
P
1
*dpAadz = e®lgndp==dp
p
*dzAdp = e32gydp = pdy
so that
1/0 ow’ 1 ow? 0
do = — (= (p*w?) - —=—)d - —p=— (w®) ) d
. p(ﬁp(pw) 3@) Z+<p<’9<ﬁ pﬁz(w)> g
n ow?  dw*
P 0z ap v
Now, since

*dw = [V X w}i gidz®

we use the inverse metric on the components of *dw to find
so that with w; = g;;0w’ we have

1 _ l@wz _ é ®
2 1 /0w B Oow?
vl = (%%
1/0 ow”
Vxw? = = ( 2w?) — >
[ ] o\ 3, (p*w?) e
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Work out the form of the gradient, curl, divergence and laplacian in spherical coordinates

results using a basis of unit vectors.
In an orthonormal vector basis the electric and magnetic fields and the current are

E = Fle
B = Bie,-
J = Jle

Define equivalent forms in arbitrary coordinates by

Show that Maxwell’s equations,

€ = PE'gj;da! = E;da’
1 . )
B = QB’eijkd:rj/\dzk
K = Ji’gijda?j
4
V-E = —Wp
C
V-B = 0
1B
VxE+-— = 0
. Jrc@t
vup_ L0E _ i
c Ot c

The third equation may be proved as follows:

100
d<€+ EE

*d'e = 41,0
C
ds = 0
19
C R A

d (E'gij) da’ + %%%Bieijkdﬂ Adz*
%dxm Ada? + %%%Bieijkdxj A dz*
% (aijj - a?chm> da™ Ada? + %gt%Bieijkdxj A da®
% <<9i"El — 581.1E”> emleijkdxj AdzF + %%%Bieijkdxj A dzF
% (emlanEl + iaatBi) eijkdxj A dzF
% <V x E+ igtB)Z eijkdxj A da”
0
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From Maxwell’s equations,

4
*de = —Wp
c
ds = 0
106
d -—— =0
E—’—06'15
10 ¢ 47
*d* _ __ - _ 0
s c Ot c
show that
10 L d
-Z K —
c@tp

Show that this equation is the continuity equation by writing it in the usual vector notation.
Using the homogeneous Maxwell equations

dg = 0
198

dE“rEE

show that the electric and magnetic fields arise from a potential.

Start with the magnetic equation
dg=0

Then the converse to the Poincaré lemma shows immediately that
6 =dA

for some 1-form A. Substitute this result into the remaining homogeneous equation,

10
de+-—-dA = 0
et c ot
10
d -—A] =0
(E * cot )
A second use of the converse to the Poincaré lemma shows that there exist a 0-form — such that
10
-——A=-d
et c Ot 7
and therefore
d 10
e=—-dp— ——
LT
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